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Abstract

Economists have long established the cost effectiveness of cap and trade (CAT) owing to cost heterogeneity between firms. I offer a new value of CAT: cost reduction within firms owing to productivity improvement and economies of scale. Overcoming the unobserved-cost challenge, I extend the literature on production functions and introduce a method to estimate economies of scale using data on output and input quantity. I combine this method with a difference-in-difference strategy that exploits the policy transition from non-tradable caps to cap and trade in the Norwegian cod fishery to identify the causal impacts of trading fishing quotas. I find trading increased vessels’ productivity and facilitated the realization of existing economies of scale. Vessels acquired quotas, realized economies of scale, and moved toward the minimum average cost levels by increasing their sizes and going fishing more often. In decomposition of the output-based value of traded quotas, I find economies of scale played a main role in the first few years after a big vessel acquired quotas. These results highlight that (i) flexibility through tradability in environmental regulations can reduce production costs of a firm, (ii) cost reduction is gained by both boosting existing production factors and advancements beyond scale economies, and (iii) consolidation can be a sign of cost efficiency owing to economies of scale rather than market power abuse.
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1 Introduction

Over the past few decades, the market-based cap-and-trade (CAT) approach has become popular in many countries for rationing access to the commons in many contexts, notably air pollution, fisheries, and water management (Tietenberg 2003; Stavins 2011). Economists have long established that under specific conditions, CAT can minimize the total cost of reaching a predefined environmental target (Dales 1968; Montgomery 1972). The reasoning is trading allows the permits to flow from firms that value the permits less to firms that value them more (due to higher abatement cost of reducing emissions or lower cost of exploiting resources). However, in fishery management in which a cap defines the maximum amount of fish a vessel may catch (fishing quotas), many territories oppose to the trading part of the system. They are concerned that trading will lead to consolidation of permits and outputs in certain big firms that will abuse market power (Grainger and Parker 2013; Kroetz, Sanchirico and Lew 2015).

This paper studies the value of trading, cap and trade as compared to non-tradable permits, using the case of fishing permits (quotas). Economists have already shown the cost effectiveness of CAT attributed to cost heterogeneity between firms. I offer a new perspective on CAT: Trading reduces production costs within a firm. Why? I show that, first, trading shifts down average cost of the firm by improving quantity-based total factor productivity (TFPQ). Second, trading induces shifts along average cost when the firm has economies of scale. That is, if the firm’s average cost is decreasing, trading allows the firm to adjust its inputs, expand its operation, and produce at lower per-unit cost. This paper presents a method to empirically examine this new cost efficiency hypothesis and demonstrates it using the case of cap and trade in Norwegian cod fishery. Furthermore, I show the value of trading, in terms of output unit, comprises those two components and how to decompose it.

A challenge to examining the new cost efficiency hypothesis is costs are rarely observed. I overcome this challenge by offering an approach to measure and estimate economies of scale using data on output and input quantity. I measure economies of scale using the cost elasticity of output, as the ratio of marginal cost to average cost, and show it equals the reciprocal of the sum of all output elasticities of inputs. The method relies on the standard cost minimization of the firms’ input decisions and does not restrict the production function to certain specifications. I then use the contemporary proxy variable approach in the industrial organization (IO) literature (Ackerberg, Caves and Frazer 2015) to estimate TFPQ and the production function (and hence, output elasticities of inputs and economies of scale).

I apply the method to study CAT in fisheries for three important and interesting features of this context. First, environmental protection is often believed to increase production costs by restricting production or constraining the actions of firms. This issue would be starkly evident in fishery management where regulations aim to directly constrain output of a main product.

\(^1\)Conditions include zero transaction costs, complete information, perfectly competitive markets, and cost minimization behavior.
rather than a by-product like emissions. Stavins (2011) notes that conventional command and control (CAC) approaches in fishery through annual catch limits, restrictions on fishing tools, or closure of particular areas, in several case examples, triggered fishermen to employ excessively expensive fishing methods and even led to worse outcomes than open-access fisheries. However, besides the static cost effectiveness, CAT has been believed to reduce costs over time by providing stronger incentives for innovation and more likely improving productivity than CAC (Schmalensee and Stavins 2013). The belief relies on a “narrow” version of Porter hypothesis that argues flexible policies (such as CAT) give firms greater incentives to innovate than prescriptive regulations. Empirical tests of Porter hypothesis have led to mixed results and have provided little information about fisheries (Ambec et al., 2013; Dechezleprêtre and Sato 2017; Cohen and Tubb, 2018). My finding that a shift from CAC (non-tradeable permits) to CAT in fisheries increases productivity is consistent with the “narrow” Porter hypothesis. I provide a finding in fishery management where regulations directly control output of the main product. I also provide the first result that identifies trading as the causal factor that explains why CAT leads to higher productivity than CAC.

Second, although CAT is now mostly discussed in air emissions control, it was first implemented in natural resource management such as water and fisheries to avoid over-exploitation of the commons informally in the 1930s and formally in the 1970s (OECD, 2001). Despite such a long history, many territories have opposed the trading part of the system for fear of consolidation of fishing quotas and catches in a few big firms. For example, some territories used to adopt or currently adopt non-tradable quotas such as British Columbia, Denmark, Norway, and Peru (Fox et al., 2003; Asche et al., 2008; Natividad, 2016). Almost places that have adopted CAT have carefully monitored the degree of consolidation and imposed some restrictions on trade such as trade within a vessel class and cap ceilings (Grainger and Parker, 2013; Kroetz, Sanchirico and Lew, 2015). This paper documents the new value of trading—owing to productivity improvement and economies of scale—to provide additional benefits of tradability (or transferability as a more familiar term in fishery) for a regulator to consider when designing appropriate management measures. Furthermore, I highlight new insights on consolidation: Consolidation is a way for a firm to exploit economies of scale and achieve the necessary cost efficiency. Of course, verifying the realization of economies of scale is an empirical question. This paper provides an empirical method to answer it.

Third, the fishery context provides an ideal setting to credibly estimate productivity and production function, a key component to estimate economies of scale, without observing cost data. Estimating a production function is challenging due to simultaneity and selection bias of productivity. Contemporary studies in the IO literature have provided a method, so called proxy variable approaches, to deal with these problems (Olley and Pakes, 1996; Levinsohn and Petrin, 2003; Ackerberg, Caves and Frazer, 2015). However, whereas the method assumes output quantity is observed, typical datasets contain only revenue and many applications in practice replace output with revenue deflated by an industry-level price deflator. Such treatment can
significantly bias both productivity and output elasticities (Foster, Haltiwanger and Syverson, 2008; De Loecker, 2011; Bond et al., 2021). The fishery context where output quantity is observed and the product is almost homogeneous allows me to address the output-price bias by estimating a quantity-based production function.\(^2\)

Besides the challenges in inferring costs without observing costs and credibly estimating the production function, another empirical challenge is to identify the causal effects of trading component in a CAT regime. To do that, I exploit a novel feature of Norwegian cod fishery. I exploit the fact that (i) Norway switched from non-tradable quotas to tradable quotas for vessels within the same cod coastal fleet (fishing the same specie, cod, and having similar access to an ocean region and fishing gears), (ii) only a subset of the fleet (i.e. except vessels below 11m) is allowed to trade quotas, and (iii) the trade qualification is defined on a historical vessel length, that is, the length three years before the trade program was implemented. I use a difference-in-difference (DID) strategy to compare the changes in the outcomes of interest from before to after the trade program between vessels in the trade qualified group and vessels in the unqualified group. This strategy allows me not only to focus on the role of tradability rather than being confounded by the role of quotas, but also to identify the causal effects of trading.

The empirical analysis in this paper is divided into five parts. First, I estimate productivity and economies of scale in a flexible form of a production function, the translog function, to obtain yearly and vessel-specific productivity and economies of scale. I consider the production function with four input factors: vessel length, crew size, fishing distance (distance from a major catch location to a vessel’s home municipality), and the number of fishing trips in a year. The focus is on vessel by year because the quota limits yearly maximum catch for a vessel.

The distributions of estimated productivity and economies of scale by trade-qualified status and over years present three important and stylized facts. First, vessels in the tradable groups with lowest productivity levels have exited fishery and stayers have seen improvement in their own productivity. Second, all vessels had had economies of scale before trading was allowed. Third, vessels in the tradable groups with little savings from exploiting economies of scale (due to very low cost elasticities of output) have exited fishery and stayers have seen increases in their own cost elasticities toward 1 (where average cost is minimized).

In the second part of the analysis, I examine the degree of consolidation and the causal impacts of trading on productivity and economies of scale using the above DID identification strategy. I find evidence of consolidation: The number of vessels in the trade-qualified groups significantly decreased and quota trading increased harvest of a vessel by 50–86%. Trading also increased productivity of a vessel by 25–46%. More importantly, trading is the causal factor that induces the increase in cost elasticity (or economies of scale). Together with the above

---

\(^2\) A few studies also address the bias in this way, using restricted datasets in certain countries and industries to study the impacts of international trade reforms on productivity and markups (Lu and Yu, 2015; De Loecker et al., 2016), or the impacts of mergers and acquisitions on productivity (Braginsky et al., 2015).
findings on the distribution of cost elasticity and output expansion, the results suggest trading helps a vessel exploit its existing economies of scale to expand harvest and move toward the minimum average cost level. A back-of-envelope calculation finds a vessel saves about 1.3–5.5% of its production cost owing to economies of scale.

Third, I decompose the value of trading, in terms of output unit, into two components: cost shifting due to productivity improvement and cost savings owing to economies of scale. This is a counterfactual experiment exercise using the estimate of the production function: How much the output would grow given a change in either productivity or economies of scale, ceteris paribus. In the studied Norwegian fishery context, their relative contributions to the value of trading vary substantially with the historical length (the length that defines tradability). Whereas productivity played a main role in expanding output for vessels in the two tradable middle-size groups (11–14.9m and 15–20.9m), I find economies of scale crucially contribute to output expansion in the first three years since the first time a vessel in the biggest group (21–28m) acquired quotas.

Fourth, I investigate where economies of scale come from. Specifically, I use the DID to examine the changes in input factors. I find trading significantly increases the number of fishing trips in a year of a vessel in all tradable groups and the vessel length of a vessel in the upper tradable group (21–28m), while having no impact on crew size and fishing distance. This result suggests fishermen have exploited economies of scale by investing in bigger boats and going fishing more often. Furthermore, the fact that the number of vessels has reduced while the number of fishing trips in a year of a vessel has increased suggests CAT can be more effective in prolonging fishing seasons than CAC, which underlies the realization of economies of scale.

Fifth, I discuss the implications of my findings on consolidation and market power matters, especially with an extra analysis on the change in observed fish sales price. As mentioned, my findings of cost reduction within a firm provide additional benefits of CAT for a policy maker to weigh the benefits against the costs. The benefit of realizing economies of scale formally establishes the tradeoff between consolidation concern and efficiency. However, I emphasize that reaching a final conclusion requires additional information and criteria.

Two following statements give examples of incomplete judgement. The first statement claims the evidence of realizing economies of scale dismisses the presence of market power. This statement is incomplete because economies of scale and market power may co-exist. For example, using the DID analysis and data on fish sales price, I find trading has no impact on price. One may state that this result implies fishermen have abused market power, because they could have lowered price given their cost reduction owing to economies of scale but they did not. Nevertheless, this second statement is also incomplete, because exploiting economies of scale induces reduction in average cost rather than marginal cost. If market power is defined as the wedge between marginal price and marginal cost, the second statement will be incomplete. In sum, my findings and methodology provide essential insights on the additional benefits of CAT vis à vis CAC, a necessary caveat on consolidation concern, and the tool to verify them
with the limitation of data to request further information and criteria for final conclusion.

This paper makes two primary contributions on both empirical and methodological sides. On the empirical side, I provide the new perspective on CAT and its additional value for policy implications as discussed above: cost reduction within firms owing to productivity improvement and economies of scale. In environmental economics, studies on benefits of CAT relative to CAC have focused on the value of trading owing to heterogeneity in abatement costs between firms (Carlson et al., 2000; Keohane, 2006; Fowlie, Holland and Mansur, 2012). In fishery context, large sample analyses with attempts to establish causality and credible comparison have focused on the relative performance of CAT to open access (Costello, Gaines and Lynham, 2008; Costello et al., 2010), the impacts of trading restrictions on resource rent (Kroetz, Sanchirico and Lew, 2015), and the impacts of tradability on stock biomass (Isaksen and Richter, 2019).[2]

By focusing on the cost efficiency within firms, I fill in the gap of the CAT literature and connect it to the rich literature on the impacts of environmental regulation on firm performance. Given the long-standing perception of conflict of interests between business and regulators, a long literature has studied the impacts of environmental regulation on firm performance and competitiveness (Gray, 1987; Becker and Henderson, 2000; Ryan, 2012; Fabra and Reguant, 2014). A classical and important theory in this literature—Porter hypothesis—has stimulated empirical studies to test whether environmental regulations, especially the flexible approaches, give firms stronger incentives to innovate and more likely offer productivity improvement than prescriptive regulations; see recent reviews by (Dechezleprêtre and Sato, 2017) and Cohen and Tubb (2018).

My finding supports such Porter hypothesis, adding to the current mixed empirical evidence of the effects of CAT. However, I provide the first result that identifies the causal effect of trading, explaining the outperformance of CAT over CAC on productivity change. I also provide the first study on the effect of environmental regulation on firms’ production cost owing to economies of scale. These results provide two channels to explain the technology responses to CAT: upgrade and else (including innovate). Specifically, my findings suggest first, flexibility through trading induces upgrade on current capital (vessel size) to help firms realize economies of scale. Second, flexibility through trading induces advancements beyond the existing input factors, returns to scale, and scale economies, such as development in management and operating skills and innovation of new inputs, which are captured through the increase in TFPQ.

On the methodological side, this paper is the first study that brings in the modern fast-growing production-based approach in IO to designing environmental regulations. The paper further extends the frontier by providing a method to estimate economies of scale that is applicable beyond fishery CAT context.

[2] Isaksen and Richter (2019) use a global database of fishery institutions and biomass statistics to study the effects of private property rights on the stock biomass status, comparing transferable quota regime to non-transferable quota regime and quota regime to open access. They find transferable quotas are more effective in preventing stock collapsing.
Estimating a production function has been useful and important for two reasons. First, one can obtain the estimate of productivity and then investigate the dynamics of productivity over time and across firms. Recent advancements in the IO literature introduce a proxy variable method to control for simultaneity and selection bias of productivity; see Olley and Pakes (1996); Levinsohn and Petrin (2003); Ackerberg, Caves and Frazer (2015); Gandhi, Navarro and Rivers (2020). A few studies have recently combined the production function estimation with a difference-in-difference framework to study the impact of international trade and industrial events such as exporting status and mergers and acquisitions on productivity and markups (De Loecker, 2013; Braguinsky et al., 2015; Stiebale and Vencappa, 2018; Rubens, 2021).

The second advantage of the production function estimation is that one can recover the markup (the price-cost ratio) from the estimates of a production function. This approach to recover markup has been so-called the production approach to distinguish it from the demand approach that estimates the demand and relies on assumptions on how firms compete in the market⁴. In contrast to the demand approach, the production approach relies on the classic cost-minimizing behavior in firms’ input allocation and the observed input’s expenditure share in revenue, following the work by De Loecker and Warzynski (2012). Its applications are rapidly growing, spanning into studies in international trade and labor markets; see De Loecker et al. (2016); De Loecker, Eeckhout and Unger (2020); Autor et al. (2020); Rubens (2022).⁵

This paper could have estimated the markups to examine how CAT affects firms’ markups. Such investigation will test whether CAT, especially in fishery, leads to serious consolidation and market power abuse, because this is ultimately an empirical question. Unfortunately, I do not observe the share of input cost in revenue, a key information to apply the production-based approach to recover markups.

However, and most importantly, I offer a method to measure economies of scale and infer changes in average costs. This method introduces the third advantage of the production function estimation and opens new directions for applications where consolidation and economies of scale matter.

The rest of the paper is outlined as follows. Section 2 provides a theoretical foundation of economies of scale: the application in fishery CAT, measuring, and estimating theory. Section 3 summarizes the Norwegian cod fisheries regulations. Section 4 presents the difference-in-difference (DID) strategy to estimate the intent to treat and average treatment on the treated of trading fishing quotas. The section also discusses the proxy variable approach to empirically estimate productivity and economies of scale, and identification. Section 5 describes data. Section 6 shows the impacts of trading on productivity and economies of scale. Section 7 discusses the decomposition of the output-based value of trading, where economies of scale matter.

⁴Examples of the demand approach are huge, following advancements in demand estimation by Berry (1994) and Berry, Levinsohn and Pakes (1995).

⁵Raval (2020) recently points out a problem with estimating markups in a certain functional form of production functions. Doraszelski and Jaumandreu (2018); Demirer (2020) suggest solutions by showing how to estimate a production function with factor-augmenting productivity.
come from, and the implications of economies of scale on consolidation concerns. Section 8 concludes.

2 Economies of Scale: Theoretical Framework

This section describes the framework to estimate economies of scale using production data. Section 2.1 illustrates how economies of scale provide value in fishery CAT as a motivating example. Section 2.2 shows how to measure economies of scale. Section 2.3 presents the theoretical framework and its assumptions to estimate economies of scale. Ultimately, estimating economies of scale requires estimates of production function coefficients. This paper uses a proxy variable approach to estimate the production function (see Ackerberg, Caves and Frazer (2015)), along with OLS-with-fixed-effects and dynamic panel approach as robustness checks. Because I combine this method with the DID strategy to identify the causal impacts of trading, I delay the presentation of the DID regressions and the proxy variable approach to Section 4 after discussing the policy background. However, Section 2.3 highlights that the framework to measure and recover economies of scale using estimates of production function does not impose any restrictions on the production function. Section 2.4 goes back to the motivating example and formally shows how to decompose the value of trading into the component due to productivity improvement and the component due to economies of scale. Section 2.5 discusses caveats and extensions when the assumptions in the theoretical framework are relaxed.

2.1 Motivation: The Case of Cap and Trade in Fishery

To remind, economies of scale refer to decreasing average cost: movement from B to M in Figure 1. The movement from B to M exhibits economies of scale: As quantity of production increases from $Q_1$ to $Q_2$, the average cost of each unit decreases from $C_1$ to $C_2$. On the other hand, diseconomies of scale are the output segment in which the average cost is increasing.

Figure 1: Economies of scale refer to decreasing average cost: movement from B to M.
Economies of scale play an important role in explaining the cost savings in several contexts. I now discuss the case of cap and trade in fishery. Consider an example of two fishermen, S and B, with different average cost levels, $AC^S_1$ and $AC^B_1$, respectively; see Figure 2a. Although they catch the same amount of fish ($Q^S = Q^B_1$), fisherman B catches at lower average cost: point A with the input use $X^B_1$ and productivity $\omega^B_1$ instead of fisherman S’s point $S$ with the input use $X^S_1$ and productivity $\omega^S_1$. Thus, it will be more cost effective if fisherman S sells his quota ($Q^S$) to fisherman B. In that case, fisherman B will be able to double his catch to $Q^B_2$ and operate at point B on his average cost curve. Studies on cap and trade in both resource and environmental economics have discussed the cost savings due to cost heterogeneity between agents: the cost change from quota seller’s S to quota buyer’s A. I provide another perspective on cost savings: the cost efficiency from operating at point A to point B within the quota buyer’s fishing operation owing to economies of scale. This paper shows how to measure, estimate, and verify this new perspective on cost advantage.

Nevertheless, the goal of this paper does not stop there. What if trading affects productivity? A number of robust studies in the international trade literature have shown that trade reforms affect industry and firms’ productivity; see De Loecker (2011, 2013); De Loecker and Goldberg (2014); Halpern, Koren and Szeidl (2015); De Loecker et al. (2016). Reasons include learning by exporting effects, intensified import competition that may lead to reduction in input-inefficiencies and adoption of better management practices, and the import of new in-
intermediate products. Although trade between countries may differ from trading caps between firms in cap and trade, considering the possibility of an effect on productivity is useful. Indeed, I find this is the case in cap and trade in Norwegian cod fishery, which I show and discuss in Section 6.

Suppose that after acquiring the quota, fisherman B’s productivity will increase, making his average cost curve shift down to the curve $AC^B_2$; see Figure 2b. So, with the double fishing quota, he will go fishing at the new cost level $C$ on the cost curve $AC^B_2$ instead of point $B$ on $AC^B_1$. More importantly, note that the utilization of the double quota will require him adjust his input factors. For example, he may need to travel more often, stay longer on the sea, or build a bigger vessel. If he does not adjust inputs, he will be able to utilize only part of the double quota and operate fishing activities at point $M$ rather than $C$. Thus, the value of traded quota, in terms of output value, includes the value of productivity improvement (that shifts the cost from point $A$ to $M$) and the value of input adjustment owing to economies of scale (that slides the cost from $M$ to $C$). This paper shows how to decompose the value of traded quotas into these two terms. Section 2.4 formally characterizes the decomposition formula and Section 7.1 presents the results in the Norwegian fishery example.

2.2 Measuring Economies of Scale

To measure economies of scale, I use the output elasticity of average cost that measures the percentage change in average cost when output increases by one percent: $\psi \equiv \frac{dAC}{dq} \cdot \frac{q}{AC}$. Negative elasticities are equivalent to economies of scale, whereas positive elasticities mean diseconomies of scale.

Another useful measure is the output elasticity of total cost that gives the percentage change in total cost when output increases by one percent: $\phi \equiv \frac{dC}{dq} \cdot \frac{q}{C}$. This measure is effectively the ratio of marginal cost to average cost. For every differentiable cost function, the two elasticities differ just by one unit:

$$\psi \equiv \frac{dAC}{dq} \cdot \frac{q}{AC} = \frac{MC - AC}{AC} = \phi - 1,$$

where $AC$ denotes average cost and $MC$ denotes marginal cost. Thus, an economy of scale (decreasing average cost) is equivalent to $\psi < 0$ or $\phi < 1$. A diseconomy of scale is equivalent to $\psi > 0$ or $\phi > 1$. A constant economy of scale means $\psi = 0$ or $\phi = 1$. Note that the results apply for every first differentiable cost function, regardless whether the cost is (locally) convex.

Figure 3 graphically illustrates the relations between average cost, marginal cost, and output elasticities of average cost and of total cost. The curve of output elasticity of average cost ($\psi$) always cuts the x-axis at constant-economy-of-scale level. If the cost is strictly convex, that constant-economy-of-scale is the minimum level of average cost, e.g. point $M$. Any point on the average cost to the left of $M$ exhibits an economy of scale: decreasing average cost. These
Figure 3: Measuring economies of scale using output elasticities of costs

Note: Two measures can be used: output elasticity of total cost $\phi$ (solid blue) and output elasticity of average cost $\psi$ (solid black). They are plotted together with average cost curve AC (dash red) and marginal cost curve MC (dash green) on the graph. Important properties: (i) $\psi = \phi - 1$, (ii) $\phi = \frac{\text{marginal cost}}{\text{average cost}}$, and (iii) economies of scale $\iff \phi < 1 \iff \psi < 0$.

2.3 Estimating Using Production Data

As shown, the two measures $\psi$ and $\phi$ have one-to-one relation and one just needs to estimate either of them. Ideally, to estimate either $\psi$ or $\phi$, one would need data on cost and estimate the cost function. However, information on production cost is rarely observed. One even may not observe the input prices. I now discuss the method to estimate $\phi$ using data on output and input quantity only. The method relies on the standard definition of a long run cost with the following assumptions.

**Assumption 1.** Input prices are exogenous.

**Assumption 2.** All inputs are variable.

**Assumption 3.** Firms allocate inputs to minimize each own total cost.

**Assumption 4.** Production function $Q_{it}(X_{it})$, where $X_{it}$ is an input vector of a firm $i$ at time $t$, is continuous and twice differentiable.

**Proposition 1** (Cost elasticity and input elasticity). Under Assumptions 1-4, output elasticity of total cost is the reciprocal of the sum of all input elasticities of output. That is, let $X$ be an
input in the set of all variable inputs $X$, then

$$\phi_{it} = \left( \sum_{X \in X} \theta_{it}^X \right)^{-1}$$

where

$$\theta_{it}^X = \frac{dQ_{it}}{dX_{it}} \cdot \frac{X_{it}}{Q_{it}}.$$  

Proposition 1 is an important result that helps connect with the current literature on production function estimation and implies that we can use data on output and input quantity to estimate $\phi$ (the cost elasticity of total cost and a measure of economies of scale). Specifically, one can use various methods to estimate the production function $Q_{it}(X_{it})$, calculate every input elasticities of output $\theta_{it}^X$, and thus economy of scale $\phi$. Note that the Proposition holds for any production function $Q_{it}(X_{it})$. It can be in any form and have Hicksian neutral productivity and/or factor-augmenting productivity.

In the empirical part of this paper, Section 4.2, I discuss the use of the proxy variable approach (Olley and Pakes, 1996; Levinsohn and Petrin, 2003; Ackerberg, Caves and Frazer, 2015) with extra assumptions on the productivity evolution to identify a translog production function and then recover the economy of scale $\phi$. I also discuss alternative identification assumptions and report the results if I estimate the production function using other methods: OLS with fixed effects and the dynamic panel approach by Blundell and Bond (1998) and Blundell and Bond (2000).

I now discuss the role of Assumptions 1–4 and present the proof of the proposition. Assumption 1 implies a firm’s input price does not depend on input quantity. So, variation in input prices comes from exogenous factors rather than firms’ input usage. This rules out market power in input markets. If the input market has market power, the relation between output elasticity of cost and input elasticities of output involves the price elasticity of input demand. Section 2.5.1 derives this relation. In that case, one would need additional information on the price elasticity of input demand to estimate $\phi$.

Assumption 2 implies the cost function is the long run cost, because all inputs are variable. If there is a fixed input, the sum of output elasticities of inputs are still the main interest and there are two ways to interpret it. One way is to exclude the output elasticity of the fixed input in the formula in Proposition 1 and interpret $\phi$ as the output elasticity of total variable cost. $\phi$ in this case is the ratio of marginal cost to average variable cost. The second way, assuming the fixed input has a dynamic implication on total cost, Section 2.5.2 shows the sum of all output elasticities of input (including the fixed-input elasticity) is the ratio of total expected average variable cost and average adjustment cost to marginal cost. Hence, $\phi$ can be still interpreted as the ratio of marginal cost to average total cost.

Assumption 3 is in fact the standard definition of a long run cost. Together with Assumptions 1 and 2, it assumes each firm solves the following cost minimization problem to design
an input mix for a targeted output $q_{it}$:

$$C_{it}(q_{it}) = \min_{X_{it}} W_{it}^T X_{it} \text{ subject to } q_{it} \leq Q_{it}(X_{it}),$$

where $X_{it}$ is the input vector, $W_{it}$ is the input-price vector, and $Q_{it}(X)$ is the production technology function.

**Proof.** With Assumption 4, the Lagrangian function of the cost-minimization problem is

$$L_{it} = W_{it}^T X_{it} + \lambda_{it}(q - Q_{it}(X_{it})).$$

The first-order condition for any input $X \in \mathbb{X}$ is

$$\frac{\partial L_{it}}{\partial X_{it}} = W_{it} - \lambda_{it} \cdot \frac{\partial Q_{it}}{\partial X_{it}} = 0.$$

Rearranging terms and multiplying by $\frac{X_{it}}{Q_{it}}$, we get

$$\frac{W_{it}X_{it}}{Q_{it}} \cdot \frac{1}{\lambda_{it}} = \frac{\partial Q_{it}}{\partial X_{it}} \cdot \frac{X_{it}}{Q_{it}}.$$

Because this relation applies for every input $X \in \mathbb{X}$, I sum all these relations side by side to get

$$\sum_{X \in \mathbb{X}} \left( \frac{W_{it}X_{it}}{Q_{it}} \cdot \frac{1}{\lambda_{it}} \right) = \sum_{X \in \mathbb{X}} \left( \frac{\partial Q_{it}}{\partial X_{it}} \cdot \frac{X_{it}}{Q_{it}} \right).$$

In this equation, $\sum_{X \in \mathbb{X}} (W_{it}X_{it})$ is total cost and $\lambda$ is marginal cost, because $\frac{dC_{it}}{dq} = \frac{\partial L_{it}^*}{\partial q} = \lambda_{it}$. Hence, the left hand side is the ratio of average cost to marginal cost, or reciprocal $\phi$. The right hand side is the sum of all input elasticities of output, which implies the Proposition 1.

Although the Proposition relies on the cost minimization assumption, note that it does not preclude the profit maximizing goal of the firms. Section 2.5.3 shows the compatibility and co-existence of the profit maximization and cost minimization. The key is in several market structure environments, designing an input mix to maximize profit is equivalent to designing an output to maximize profit and optimizing an input mix that minimizes total cost subject to the targeted output. Indeed, showing the compatibility between profit maximization and cost minimization in several market structure environments is also one of the methodological contributions of this paper. Literature on production function estimation has assumed firms maximize profits in a perfectly competitive output market; see Olley and Pakes (1996); Levinsohn and Petrin (2003); Ackerberg, Caves and Frazer (2015); Doraszelski and Jaumandreu (2018); Gandhi, Navarro and Rivers (2020). Section 2.5.3 shows such assumption is just a special case and stronger than Assumption 3.
2.4 Application: Decomposing the Value of Trading

**Assumption 5.** Production function contains only Hicksian productivity that is log-additive. That is, the production function is \( Q_{it} = F(X_{it}, \omega_{it}) = F(X_{it}) \exp(\omega_{it}) \), where \( \omega_{it} \) is the scalar logged productivity.

**Proposition 2.** Under Assumptions 1–5, the output-based value of traded quotas can be decomposed into the utilization of quota due to economies of scale and the utilization due to productivity improvement. That is,

\[
\text{quota} \equiv \Delta Q_{it} = F(X_{it}, \omega_{it}) - F(X_{i,t-1}, \omega_{it}) + F(X_{i,t-1}, \omega_{i,t-1}) - F(X_{i,t-1}, \omega_{i,t-1}) = \Delta Q_{it} |_{\Delta X} + \Delta Q_{it} |_{\Delta \omega}.
\]

This result is obtained by decomposing the change in output between \( t \) and \( t-1 \) and notice this change is the traded quota. If the production function contains only Hicksian productivity, then the output elasticity of input \( \theta^X = \frac{\partial \ln Q}{\partial \ln X} \) does not depend on productivity \( \omega \). Following Proposition 1, the cost elasticity \( \phi \) will not depend on \( \omega \) either. Hence, the same input choices, regardless of productivity levels, generate the same cost elasticity or economy of scale. The term of output change due to input adjustment captures the change along the average cost curve due to economies of scale, whereas the term of output change due to productivity improvement is the change due to the shift in the average cost curve.

I apply this formula to decompose the value of trading in the case of cap and trade in Norwegian cod fishery. Section 7.1 shows the results.

2.5 Notes and Extensions

The method to estimate economies of scale using an estimated production function (Proposition 1) relies on Assumptions 1–4. This section concludes the theoretical foundation of economies of scale by discussing caveats and extensions if these assumptions are relaxed.

2.5.1 Elasticities If Input Markets Have Market Power

Assumption 1 implies a perfectly competitive input market. I now discuss the relation between output elasticity of cost and input elasticity of output if input price depends on the input usage of the firms. In this case, the cost minimization problem in the production stage will be:

\[
C_{it}(q_{it}) = \min_{X_{it}} \sum_{X \in X} W_{it}^X (X_{it}) X_{it} \text{ subject to } q_{it} \leq Q_{it}(X_{it}),
\]

(1)
where $W_{it}^X(\cdot)$ is the input price function of the $X$-input use. The Lagrangian function of the cost-minimization problem is

$$L_{it} = \sum_{X \in \mathbb{X}} W_{it}^X(X_{it})X_{it} + \lambda_{it}(q - Q_{it}(\mathbf{X}_{it})).$$  \hspace{1cm} (2)

The first-order condition for any input $X \in \mathbb{X}$ is

$$\frac{\partial L_{it}}{\partial X_{it}} = W_{it}^X X_{it} + W_{it}^X - \lambda_{it} \cdot \frac{\partial Q_{it}}{\partial X_{it}} = 0.$$  \hspace{1cm} (3)

Summing this relation for all inputs and making a few algebra transformation, we arrive in:

$$\phi_{it} = \left(1 + \sum_{X \in \mathbb{X}} \eta_X \cdot \frac{W_{it}^X X_{it}}{C_{it}}\right) \left(\sum_{X \in \mathbb{X}} \theta_X \right)^{-1},$$  \hspace{1cm} (4)

where $\eta_X$ is the price elasticity of demand for input $X$, i.e. $\eta_X \equiv \frac{dW^X}{dX} \cdot \frac{X}{W^X}$.

So, the output elasticity of cost is the ratio of average price elasticity of input demand, weighted by the share of input cost in total cost, to total input elasticities of output.

### 2.5.2 The Case of Dynamic Inputs

This extension relaxes Assumption 2 and quantifies the cost elasticity when an input has adjustment costs and dynamic implications on future cost values. Consider the classical cost minimization in a dynamic context in which capital $K_{it}$ is dynamic and adjusted by endogenous investment level $I_{i,t-1}$ whereas labor $L_{it}$ is variable. So, the capital evolves as $K_{it} = \delta K_{i,t-1} + I_{i,t-1}$ and the adjustment cost depends on both investment level and the capital state, $A(I_{i,t-1}, K_{i,t-1})$. For simplicity, I drop the notation $i$ in this section. The dynamic cost minimization problem is

$$V(K_{t-1}, \Omega_t) = \min_{I_{t-1}, L_t} r I_{t-1} + w L_t + A(I_{t-1}, K_{t-1}) + \beta E[V(K_t, \Omega_{t+1})|\Omega_t],$$  \hspace{1cm} (5)

subject to $Q(K_t, L_t) \geq q_t$,  \hspace{1cm} (6)

$$K_t = \delta K_{t-1} + I_{t-1}.$$  \hspace{1cm} (7)

Note that we can rewrite this problem into

$$V(K_{t-1}, \Omega_t) = \min_{I_{t-1}, L_t} r \cdot (K_t - \delta K_{t-1}) + w \cdot L_t + A(K_t - \delta K_{t-1}, K_{t-1}) + \beta E[V(K_t, \Omega_{t+1})|\Omega_t].$$
So, we can consider an equivalent problem with endogenous choices of capital and labor:

\[ V(K_{t-1}, \Omega_t) = \min_{K_t, L_t} rK_t + wL_t + A(K_t, K_{t-1}) + \beta E[V(K_t, \Omega_{t+1})|\Omega_t], \]

subject to \( Q(K_t, L_t) \geq q_t. \) (8)

**Lemma 1** (The dynamic version of the summed output elasticities of inputs). In a dynamic cost minimization with adjustment costs such that \( A(K_t^*, K_t^*) = K_t^* \cdot \frac{\partial A}{\partial K_t^*} + K_t^* \cdot \frac{\partial A}{\partial K_t}, \) we have

\[ \frac{AVC_t + E[AAC_{t+1}|\Omega_t]}{MC_t} = \theta_{L_t} + \theta_{K_t}, \]

where \( AVC_t = \frac{rK_t + wL_t}{Q_t}, \)

\[ AAC_{t+1} = \frac{A(K_{t+1}, K_t)}{Q_t}. \]

Note that \( AVC_t = E[AVC_t|\Omega_t] \) and \( MC_t = E[MC_t|\Omega_t]. \) Intuitively, we have a dynamic equivalent version for the Proposition 1: The sum of all input elasticities of output is the ratio of expected average cost to marginal cost, as defined by the ratio of total variable cost and expected adjustment cost to marginal cost.

### 2.5.3 Compatibility of Profit Maximization and Cost Minimization

I now show that the cost minimization behavior of firms—Assumption 3—does not preclude the profit maximization behavior, which is often the assumed goal of the firms. Indeed, the two behaviors are compatible in a variety of market structures: perfect competition, Cournot competition, Cournot competition in the presence of bargaining power stemming from output size, price differentiation due to output-independent quality adjustment, and co-influence of output and input in a generalized cost function. To see why, let me first describe the two decision making processes of a firm.

**Definition 1.** The input choice problem of a firm to maximize its profit is

\[ \text{Problem 1:} \quad \max_{X_{it}} \mathcal{P}_{it}(Q_{it}(X_{it})) \cdot Q_{it}(X_{it}) - G(X_{it}), \]

where \( \mathcal{P}_{it}(\cdot) \) is the firm individual output price function, \( Q_{it}(X_{it}) \) is the production function, \( G(\cdot) \) is the generalized cost function.

**Definition 2.** The two-step decision problem where the firm decides output level to maximize profits in the first stage and decides inputs to minimize production cost of producing the targeted
output in the second stage is

$$\text{[Problem 2:]} \max_{q_{it}} \mathcal{P}_{it}(q_{it}) \cdot q_{it} - C(q_{it}) \text{ in stage 1, and}$$

$$C(q_{it}) = \min_{X_{it}} \mathcal{G}(X_{it}) \text{ subject to } Q_{it}(X_{it}) \geq q_{it} \text{ in stage 2.}$$

**Proposition 3** (Compatibility of profit maximization and cost minimization). Assume differentiability, concavity of profit function, and convexity of cost function. Problem 1 and Problem 2 are equivalent for the following market environments:

i) **Perfect competition in the output market.**

ii) **Cournot competition in the output market.**

iii) **Bargaining power stemming from output size.** That is, \( \mathcal{P}_{it}(q_{it}) = P(Q(q_{it}), q_{it}) \).

iv) **Price differentiation stemming from an endogenous effort that affect quality but not quantity.** That is, \( \mathcal{P}_{it} = P(Q(q_{it}), q_{it}, H(e_{it})) \) and \( \mathcal{G} (\cdot) = \mathcal{G}(X_{it}, e_{it}) \), where \( e_{it} \) is the endogenous efforts.

v) **Co-influence of output and input in cost function.** That is, \( \mathcal{G} (\cdot) = \mathcal{G}(Q_{it}(X_{it}), X_{it}) \).

If firms can differentiate their prices by allocating inputs to directly adjust product quality \( H(X_{it}) \), i.e. \( \mathcal{P}_{it} = P(Q(q_{it}), q_{it}, H(X_{it})) \), then the two problems are not equivalent in general.

Appendix B shows the proof. The main intuition is that the cost minimization problem lies in the production stage rather than being a whole single goal of the firm. The cost minimization problem aims to design inputs to produce the targeted output rather than to design the output that minimizes cost.

Proposition 3 also contributes to the production function literature that has traditionally assumed perfect competition in the output market to use the proxy variable approach to estimate a production function [Olley and Pakes (1996); Levinsohn and Petrin (2003); Ackerberg, Caves and Frazer (2015); Doraszelski and Jaumandreu (2018); Gandhi, Navarro and Rivers (2020)]. I show that such assumption is only a special case and stronger than assuming cost minimization behavior in the input choice stage and profit maximization in the output choice stage.

### 2.5.4 Relation to Markups

Although I am the first that derives elasticities of costs to measure economies of scale and shows how to estimate it, I am not the first that exploits the cost-minimization condition of the input allocation problem. Indeed, an emerging literature on IO and macroeconomics has used this condition to estimate markups. This approach has been called production approach to distinguish it from the demand approach. In the demand approach championed by Bresnahan (1989) and Berry, Levinsohn and Pakes (1995), the markup estimation relies on assumptions on utility maximizing behavior of consumers and on how firms compete (for example, Bertrand-Nash price competition or Cournot quantity competition). This demand approach requires data on (at least) product market shares and product characteristics. In contrast, the production ap-
approach, established by De Loecker and Warzynski (2012), is posited on the cost minimization by producers and requires data on individual firm output, input, and a variable input’s expenditure share in revenue. Examples of applications of this production approach include Braguinsky et al. (2015); De Loecker et al. (2016); De Loecker, Eeckhout and Unger (2020). I now discuss the relation between my output elasticity of cost and the markup in this production approach literature.

Let me begin with the review of the production approach. The production approach to estimate markups also relies on the cost minimizing problem. However, De Loecker and Warzynski (2012) rewrite the first order condition into

\[
\frac{W_{it}X_{it}}{P_{it}Q_{it}} \cdot \frac{P_{it}}{\lambda_{it}} = \frac{\partial Q_{it}}{\partial X_{it}} \cdot \frac{X_{it}}{Q_{it}},
\]

where \(P_{it}\) is the output price. Hence, the markup ratio \(\mu \equiv \frac{P_{it}}{\lambda_{it}}\) can be calculated through:

\[
\mu_{it} = \frac{\theta_{it}^X}{\alpha_{it}^X},
\]

where \(\alpha_{it}^X\) is the share of expenditure on input \(X\) in total sales, i.e. \(\alpha_{it}^X \equiv \frac{W_{it}X_{it}}{P_{it}Q_{it}}\). Using this relation, De Loecker and Warzynski (2012) show firm-level markups can be inferred using production data. Specifically, one would need (i) data on output and input to estimate the production function and the output elasticity of one (or more) variable input(s) \(\theta_{it}^X\) and (ii) data on expenditure share \(\alpha_{it}^X\), which is often available in the financial statement of the firms.

To think about the relation between output elasticity of cost \(\phi\) and markup \(\mu\), we now can use Proposition 1 and equation (10) to get

\[
\sum_{X \in \mathcal{X}} \theta_{it}^X = \sum_{X \in \mathcal{X}} \mu_{it} \alpha_{it}^X = \mu_{it} \sum_{X \in \mathcal{X}} \alpha_{it}^X = \mu_{it} \cdot \frac{C_{it}(Q_{it})}{P_{it}Q_{it}}
\]

\[
\implies \phi_{it} \cdot \mu_{it} = \frac{PQ}{C}
\]

However, I want to emphasize that this relation in fact exists without the cost minimization assumption. Indeed, for every differentiable cost function, we have \(\phi \cdot \mu = \frac{dC}{dQ} \cdot \frac{Q}{C} \cdot \frac{P}{dC/dQ} = \frac{PQ}{C} \equiv \frac{\text{revenue}}{\text{cost}}\), where \(\mu \equiv \frac{P}{MC}\) is the markup. So, it is the relation between \(\phi\) and \(\theta\) or between \(\mu\) and \(\theta\) that requires the cost minimizing behavior in the input choice decision.

In my application of examining economies of scale to study cap and trade in fishery, I could have estimated the markup using the above approach, but I unfortunately do not observe the revenue cost ratio nor the revenue share of expenditure on input.
3 Background on Norwegian Cod Fishery Regulations

This paper explores the value of cap and trade (CAT) owing to productivity improvement and economies of scale. To do that, I exploit the policy transition from non-tradable cap to CAT in a subset of vessels in Norwegian cod fishery. This transition allows me to (i) focus on the impacts of trading rather than being confounded by the role of caps, and (ii) identify the causal impacts using the difference-in-difference (DID) strategy. Before discussing the empirical strategy as well as the proxy variable approach to estimate a production function, I provide a background on fishery regulations and Norwegian cod fishery below.

3.1 An Overview of Regulations in Fisheries

Before going through the detail context of the Norwegian cod fishery, understanding the big picture of regulations in fisheries in general is useful. Similar to other common goods and public goods such as water, forests, oil, atmosphere (e.g. air pollution as a bad public good), fishery in oceans suffers the tragedy of the commons in an open-access and unregulated environment. That is, individuals in an open access system pursue their own self-interest and neglect the well-being of society, leading to overconsumption and ultimately causing depletion of the resource (Tietenberg, 2003; Costello et al., 2010; Stavins, 2011).

As a result, hundreds of fisheries have followed the lead of other natural resources and have transitioned from open access systems to property right management. The first reforming property right management is limited entry, under which only fishermen that own permits are entitled to participate in the fishery. Together with limited entry, regulators also employ other command-and-control tools—fishing season limitations, gear restrictions, area closures—to limit fishing activities. However, resource rents may be dissipated by excessive capital investment, redundant effort, or inefficient timing of harvest; see Costello et al. (2010); Stavins (2011). Note that in contrast to public goods such as air, common goods are rivaled in consumption. Fishermen may race to catch as much as possible during a limited fishing season. In several cases, such CAC approaches led to worse outcomes than open-access fisheries.

Hence, regulators have stepped towards the next reform: catch share management. Under catch share management, the regulator defines the total allowable catch (TAC) of the whole fishery annually and each vessel owns a proportion of the TAC (catch share or quota) that entitles the vessel to catch up to the tonnage values of the quota. The catch share management has two types of arrangements: individual vessel quotas (IVQ) and individual transferable quotas (ITQ). In the IVQ system, a quota is attached to a boat and are not separately transferable. If one wants to buy a quota, he has to buy the license and the boat. This approach is simply

\[\text{Specifically, a vessel has its own license that entitles the fishery entry and the regulator defines a quota on the license. The license can be transferred and the unique quota attached with the license will thus follow the license. However, the rule is “one vessel one license (thus one quota).” Hence, “transferability” of quotas in the IVQ system is effectively transferability of licenses and boats, which is not the trading property of the cap in a cap-and-trade program.}\]
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a command-and-control regulation in which a non-transferable cap of output or emissions is set on a facility. Although the cap can move from an owner to another owner by buying out the facility, the new cap is not allowed to combine with the existent cap to run on one facility. In contrast, the ITQ system mimics the cap-and-trade programs for air pollution. In the ITQ management, the regulator allocates shares of the harvest to individuals (individual vessels with active licenses) in the first time using a grandfathering rule and allows fishermen to trade those shares after the initial allocation.

Over the past three decades, many countries have employed catch share management. As of 2008, more than 140 fisheries in the world are managed by ITQs. Country examples include the Netherlands, Canada, Iceland, New Zealand, the U.S., Australia, Argentina, Chile, and so on (Costello, Gaines and Lynham 2008; Chu 2009; Costello et al. 2010). For example, New Zealand was the first country to adopt ITQs as a national policy in 1986. Their ITQ system is very flexible in which quotas can be divisibly traded, sold or leased, and hold in perpetuity, establishing a well-functioning market of quotas (Newell, Sanchirico and Kerr 2005). On the other hand, many territories have restricted trading for concerns about consolidation of quotas and catches. Several countries used to adopt or currently adopt non-tradable quotas (IVQs) such as Norway, Denmark, Sweden, the U.K., Peru (Asche et al. 2008; OECD 2013). In the U.S., most of fisheries have several different trading restrictions such as consolidation caps, sunset provisions, and restrictions on leases or permanent trades (Grainger and Parker 2013).

Recently, Norway has gradually switched from IVQ to ITQ by allowing quota trading in certain groups of vessels in the cod fishery, the most valuable capture species in Norwegian fishery. This paper exploits this policy transition to evaluate the impacts of ITQ relative to IVQ, or cap-and-trade relative to non-tradable cap in the fishery context. I now closely discuss the regulation transition in Norway.

### 3.2 Norwegian Cod Fishery

The regulation transition focuses on the coastal fleet in the Norwegian cod fishery. Cod is the most valuable catch in Norwegian fishing industry. As of 2019, the primary value of cod fishing was 7.2 billion Norwegian dollars (850 million US dollars), or 34%, followed by mackerel (12%) and herring (12%). Cod in Norwegian sea is Atlantic cod (*Gadus morhua*). They can live for 25 years, attain reproductive maturity between ages two and six, grow to 2m long and 40kg (88lbs). Appendix A shows how they look like and the distribution along Norwegian coast.

---

7Although the Netherlands, Canada, and Iceland were the first countries to adopt ITQs in the late 1970s, New Zealand became the world’s largest ITQ system in 1986 by employing the system nationally.
Vessels that are allowed to fish cod in Norway are divided into two fleets: deep-sea fleet and coastal fleet. The deep-sea fleet typically consists of big commercial vessels that use active gears such as trawls and purse seines to find out the school of fish before putting the gear in the sea. The coastal fleet includes smaller vessels (less than 28 meters or have a cargo volume of less than $500m^3$) that use passive gears such as yarns, long lines, hand lines, teine, net etc. that stand still in the sea and wait for the fish to reach the gear. The coastal fleet has been closely monitored by the regulators, because this fleet consists of more than 2,000 vessels, contributing to main income and earnings in many communities along Norwegian coast (Nærings- og fiskeridepartementet, 2006). From 2016, the coastal fleet accounts for 97% of cod vessels and 70% of national cod quota; see Nærings- og fiskeridepartementet (2016, 2019). This paper focuses on this coastal fleet.

Table 1: Changes in the Norwegian management of the coastal fleet in the fishery of cod in the north of $62^\circ$N

<table>
<thead>
<tr>
<th>Year</th>
<th>Event</th>
</tr>
</thead>
<tbody>
<tr>
<td>1980s</td>
<td>Open fishery.</td>
</tr>
<tr>
<td>1990</td>
<td>Limited entry (closed fishery) with individual vessel quotas (IVQs).</td>
</tr>
</tbody>
</table>
| 2001  | Length is recorded to legal length that is fixed, regardless of actual size upgrades.  
       | Fleet is divided into 4 legal length groups: 0–10.9, 11–14.9, 15–20.9, 21–27.9.  
       | Note that actual length has been less than 28m.                          |
| 2003  | Decommissioning scheme for coastal fleet up to 14.9m, from 1 Jul 2003 to 1 Jul 2009. |
| 2004  | Individual transferable quotas (ITQs) are introduced in certain license groups of the fishery.  
       | Quota can be transferred between vessels in legal length groups of 15–20.9m and 21–27.9m. |
| 2005  | Additional purchased quota has its life extended from 13/18 years to 20/25 years.  
       | Quota ceiling increases for groups 15m+.                                  |
| 2008  | Quota trading is allowed for legal length group of 11–14.9m.            |
| 2008  | Change from max length of 28m to max cargo of 300m$^3$.                 |
| 2010  | Change from max cargo of 300m$^3$ to max cargo of 500m$^3$.             |


Table 1 summarizes the regulation changes in the cod coastal fleet. Up to 1980s, the coastal fleet in the cod fishery was able to fish freely, without restriction of access and with spacious maximum national quotas. The reason was the agreed total quota in North-East Arctic cod fishery between Norway and the Soviet Union were set significantly higher than what would be considered sustainable. After many years of over-fishing, the demand for sustainability brought up a reduction in the total quotas agreed between Norway and the Soviet Union. In 1989, the coastal fleet quickly fished up the total quota, resulting in being halted on 18 April by the Directorate of Fisheries. Such decision was a bombshell because April was in the peak of the season and many communities even had not started to go fishing. Hence, a system

---

Before 2008, vessels in the coastal fleet had a maximum length limit of 28 meters. From 2008, the length limit in the coastal fleet was removed and replaced by the maximum cargo limit of $300m^3$ (and $500m^3$ in 2010).
for individual quotas became an immediate demand and quickly supported by the Norwegian Fisher’s Association.

In 1990, the cod coastal fishery moved from free fishery (with a national cap) to a closed system with individual vessel quotas (IVQ). The aim was to avoid the fishing race that had happened in 1989. Based on a minimum catch requirement in historical years, a closed group was established. Vessels that did not satisfy the criterion could participate in an open group. Vessels in the closed group were assigned individual catch shares (quotas).

Between 2001 and 2002, a length division of the coastal fleet (Finnmarksmodellen) was introduced to provide a fairer competition between vessels. The division categorized the coastal cod closed group into four length groups: 0–10.9m, 11–14.9m, 15–20.9m, 21–27.9m. The closed group quota was divided into these four length groups before further distributed to individual vessels within a group. The intention was that vessels only competed with others within the same length group for their similar quotas. Furthermore, the physical lengths of vessels at this time were recorded into legal lengths that became fixed regardless of the size upgrades in future. The legal lengths became an attribute of the license and defined an individual quota share of a vessel in the license group.

Since 2004, quota trading has been allowed in order to reduce over-capacity and to increase profitability in the cod coastal fleet. The policy is known as a structural quota scheme (strukturvoteordningen) in Norwegian regulation. The scheme allows vessels in certain license groups to trade their quotas. Due to the concern that quota trading would result in consolidation of quotas and catch into a few hands of fishermen, the trading scheme were implemented in vessels in only the two upper groups, 15–20.9 and 21–27.9, beginning on 1 January 2004. In 2007, after a review of the legislation, the scheme was expanded to cover vessels in the license group of 11–14.9, starting from 1 January 2008.

The scheme also imposes several restrictions on quota trading. First, vessels are only allowed to trade quotas within the same license group. Second, the vessel that sells the quota must exit the fisheries permanently (by being scrapped or sold). Third, a portion of the transferred quota (20%) must be deducted and given to the other vessels in the group. Fourth, the transferred quota is only valid for limited time, 13 years if being sold (15 years if the vessel is scrapped). The final rule is a geographical restriction: Vessels in the south are not allowed to buy quotas from the north, although the North can buy quotas from the South.

Overall, the quota trading scheme in Norwegian cod coastal fishery has switched IVQs to ITQs in certain licensed length groups, 15–20.9 and 21–27.9 (and 11–14.9m), since 2004 (and 2008). As discussed in a public report by the Ministry of Trade and Industry (Nærings- og fiskeridepartementet 2006), the goal of the transition is to reduce overcapacity and increase.

---

11. The open group is regulated by a total group quota rather than individual quotas and this group quota is substantially low, only about 5% to 10% of the cod fishery quota; see Nærings- og fiskeridepartementet (2019).

12. Until 2008, vessels in the coastal fleet must be shorter than 28 meters.

13. This valid duration was implemented for the scheme from 2004. After a legislation review in 2007, the valid durations became 20 years if being sold and 25 years if the vessel is scrapped.
profitability in the cod fishery. They justify that IVQs were able to prevent the expansion of further overcapacity, but IVQs would not give the industry incentives to remove existing overcapacity. Under an ITQ system, fishermen with a quota would like to have quasi-property rights to a certain proportion of the total quota. If overcapacity led to reduced profitability in the industry, quota could be bought and sold until costly overcapacity is gone. The least efficient vessels will be taken out of fishing in exchange for the more efficient ones increasing their catch. This vision of reducing overcapacity of the regulators explains the motivation for the scrapping condition that requires vessel that sells the quota give up its whole quota and exit the cod fishery permanently.\footnote{The scrapping condition may imply that quotas are not traded divisibly. However, given that the trade happens between vessels within the same license group and vessels in a license group may have different quota due to different legal lengths, the whole policy scheme has certain degree of divisibility.}

This paper exploits the policy transition from IVQs to ITQs in only certain groups in the coastal cod fleet to study the effects of ITQs, relative to IVQs, on the vessel-level performance in the fishing market. The comparison between ITQs and IVQs is analogous to comparing cap-and-trade to command-and-control. In theory, cap-and-trade performs better to achieve economic efficiency goal by minimizing costs of compliance in the case of emissions reduction, or by maximizing the value of resources in the case of natural resources. In fishery, as revealed by the above stated vision of the Norwegian Ministry of Trade and Industry, ITQs are expected to increase efficiency and profitability. I will test this hypothesis by exploring the impacts of ITQs on productivity, fish sale prices, and production costs.

It is worth mentioning that the committee in 2003 proposed two measures to reduce the number of vessels in the coastal fleet: the ITQs system and the decommissioning scheme. Whereas the ITQs were implemented for vessels with legal lengths from 15m, the vessels below 15m (in terms of legal length) were subject to the decommissioning scheme in which regulator paid out the fisherman to buy back the vessel and license. The decommissioning scheme carried out from 1 July 2003 to 1 July 2009. This scheme led to a substantial reduction in the number of vessels in the control group, license of 0–14.9, which would raise a caveat for the interpretation of the empirical results using a difference-in-difference approach. The next section discusses the empirical methodology and identification in detail.

4 Empirical Methodology

The goal of this paper is to show trading in cap and trade offers cost reduction owing to productivity improvement and economies of scale. Because the quota is assigned at vessel level, I study the impact of trading at vessel level. I use difference-in-difference (DID) approach to compare the change in productivity and economies of scale between the treatment group and control group and between before and after the policy. Section 4.1 describes the DID strategy. Section 4.2 describes the empirical method to estimate time-varying and vessel-specific pro-
ductivity and economies of scale that are used as dependent variables in the DID regressions.

4.1 Estimating the Causal Effects of Cap and Trade

I estimate the effect of trading by exploiting the fact that only certain vessels are allowed to trade quotas. Vessels that hold licensed lengths below 11 meters are never allowed to trade and hence considered in a control group. The other vessels are in treatment groups with staggered adoption. Licensed length group 2 (11–14.9m) can trade quotas from 2007 and licensed length groups 3 and 4 (15–20.9m and 21–27.9m) can trade quotas from 2004. My identification strategy is to estimate a DID specification comparing the difference between treatment and control groups and the pre-treatment and treatment-periods. This gives us an estimate of the intent-to-treat of the trading program. Because not every vessel in the trade-qualified group chooses to buy quotas, I also estimate the average treatment on the treated by looking at the difference between vessels that do acquire quotas and the others.

**Intent-to-treat (ITT)**

I estimate the following DID specification to identify ITT:

\[
Y_{it} = \beta_{ITT} Trade\ Qualified_{it} + \eta_i + \tau_t + \epsilon_{it},
\]

where \(Y_{it}\) is an outcome of interest, such as logged catch quantity, sale prices, productivity, economy of scale, and production factors of vessel \(i\) at time \(t\). The variable \(Trade\ Qualified_{it}\) equals 1 if vessel \(i\) is in the trade-qualified group at time \(t\), and zero otherwise. Equation 13 includes vessel fixed effects \(\eta_i\) to account for permanent differences in the operating skills of time-invariant ownership during the period 2001–2017. The model also includes time fixed effects \(\tau_t\) to adjust for the average effects of time-varying factors (e.g. weather, sea temperature, stock levels, seasonality) that generate variation in the outcome of interest across all vessels.

The parameter of interest is \(\beta_{ITT}\). It is a DID estimator that compares the change in outcome \(Y\) of trade-qualified vessels after trade qualified status to before, relative to the vessels that are not qualified for quota trading (licensed lengths below 11 meters). This is the intent-to-treat effect that measures the impact of the trade-qualification program.

The identification assumption of this DID approach is that, conditional on the fixed effects, differences between trade-qualified vessels and non-qualified vessels are on average similar for pre-trade-legalization and post-trade periods had the vessels not traded quotas. This assumption is untestable. However, the parallel trend assumption in the counterfactual condition can be

---

15The staggered DID estimate may be biased because treated individuals get treated at different time, making their presence in the sample unbalanced. [Callaway and Sant'Anna (2020)] and [Goodman-Bacon (2021)] suggest some modifications. In this paper, for the intent-to-treat of the trading program, we only have three treatment groups. So, we can illustrate the effects of each group separately relative to a clearly defined control group and time.
plausibly to believe if the two groups have parallel trend in the pre-trade-qualification period. I, hence, use the event study with lagged DID coefficients to test whether there is no difference in the outcome of interest between the two groups in pre-trade-qualification period, relative to the year the program is implemented. This event study also helps inform any anticipatory effects of the trade program. If fishermen expected the trade program would be enacted, they would adjust their production factors before the program officially enacted, showing a deviation in fishing outcomes from the parallel trend for years just right before the policy enforcement. Besides the lagged DID coefficients, I also include the leads coefficients in the event study to explore the dynamic effects of the policy. Results in Sections 6 and 7.1 confirm the parallel trend in the pre-trade period and show the effects of trading on catch quantity and revenue happened immediately after trading was allowed. Fishermen immediately utilize additional quotas by going fishing more often whereas take time to invest in capital (build bigger vessels).

Despite the pre-trade-period parallel trend verification, a threat to the identification of the causal effect is the spillovers of the trading impacts on vessels in the control group. Because the trading requires one of the two vessels in the transaction leave the fishery, vessels in the control group may benefit by facing fewer competitors both in the fishing ground and in the fish sales market. Specifically, vessels in the control group may catch more given lower congestion costs. Figure 4 in the next section shows the license group 0–10.9m, as a control group, goes fishing within 150km from the coast, which are distinctly distant from the fishing locations of vessels in the other groups, thereby alleviating the spillovers due to congestion costs. However, a small threat of spillovers in harvest may happen if fishing activities of big vessels in faraway locations in the ocean interfere the migration of cod. In that case, vessels in the control group may benefit from the fact that there would be fewer vessels, making the DID estimator underestimate the policy impact on trade-qualified vessels’ harvest. Similarly, in the landing market, fewer competitors may help vessels in the control group sell their fish at higher prices than before, thereby causing the DID estimator underestimate the market-power-abuse impact of consolidation on fish prices.

**Average treatment for the treated (ATT)**

Because the trade-qualification program is not mandatory for all vessels in the trade-qualified group, the DID approach in equation (13) estimates the effect of the qualification program rather than the treatment effect of acquiring quotas through the program. I use DID to identify the average treatment for the vessels that do acquire quotas. Specifically, I estimate the following equation:

\[ Y_{it} = \beta_{ATT} Quota\ Acquisition_{it} + \eta_i + \tau_t + \epsilon_{it}, \quad \text{(14)} \]

where \( Quota\ Acquisition_{it} \) equals one for all periods after vessel \( i \) buys all quotas from another vessel in the trade-qualified group and zero otherwise.
The coefficient $\beta_{ATT}$ measures the average treatment for the treated. It measures that the average changes in $Y_{it}$ after a quota acquisition of the vessels that choose to acquire quotas, relative to the other vessels (including the unqualified trade vessels). The causal interpretation of this DID estimate for the ATT requires the vessels that acquire quotas have similar trends in fishing performances to the other vessels had the acquisition not happened. While this assumption cannot be completely tested, as in the case of intent-to-treat, I provide an event study that carefully looks at the changes in the vessel performance right before and after the quota acquisition to test the parallel trend patterns in the pre-acquisition period.

One can also instrument $Quota\ Acquisition_{it}$ using the trade-qualified status $Trade\ Qualified_{it}$. The coefficient of such a DID instrumental variable approach measures the local average treatment effect (LATE), i.e. the average changes in $Y_{it}$ from quota acquisition on “complier” vessels that will acquire quotas whenever they are qualified for trading. In this context with one-sided noncompliance, we only have either never-takers or compliers. Hence, the LATE would be another estimate of the average treatment effect on the treated. However, in contrast to $\beta_{ATT}$, the key identification assumption to interpret $\beta_{LATE}$ as a causal effect is the exclusion restriction that requires the trade-qualification affect the outcome of interest only indirectly via an effect on trading execution. However, the Norwegian quota trading program by design sets a rule in which the quota acquirer may only take 80% of the quota and leave 20% equally shared to the other vessels in the group. Hence, there are vessels that would never trade but be able to gain higher quotas due to the program, causing a potential violation of the exclusion restriction condition. In this case, the DID estimation of [14] without IV, $\beta_{ATT}$, may give more convincible estimates of the quota acquisition impacts.

4.2 Estimating Productivity and Economies of Scale

I now discuss the estimation of a production function to obtain productivity and economies of scale. I consider the yearly production function of a vessel. Production factors include vessel size (length) $K_{it}$, crew size (labor) $L_{it}$, distance from the fishermen’s municipality to major catch location $D_{it}$, and the number of trips in a year $M_{it}$. The reason is that the exact quota tonnage is set annually. Every year, the regulator decides the total allowable catch for the whole fishery and defines the conversion factor that converts a vessel’s quota share to his quota tonnage. Quotas are not bankable. Hence, it is reasonable to assume the vessel’s owner decides input factors that are critical for a production year instead of a trip.

I consider the standard production function, as in Assumption [5] with four factors and Hicks-neutral productivity ($\exp(\omega_{it})$):

$$Q_{it} = F(K_{it}, L_{it}, D_{it}, M_{it}; \beta) \exp(\omega_{it}).$$  \hspace{1cm} (15)

In an empirical framework, we observe logged output $y_{it}$ and assume $y_{it} = \ln Q_{it} + \epsilon_{it}$, where
\( \epsilon_{it} \) is an exogenous unexpected shock to production. I estimate the following equation:

\[
y_{it} = f(k_{it}, l_{it}, d_{it}, m_{it}; \beta) + \omega_{it} + \epsilon_{it},
\]

(16)

where \( k_{it}, l_{it}, d_{it}, m_{it}, \omega_{it} \) are logged inputs and logged neutral productivity.

Because econometricians do not observe logged productivity \( \omega_{it} \), estimation has two challenges. First, an owner of a vessel chooses his inputs based on the realization of \( \omega_{it} \), causing simultaneity bias. Second, vessels that exit over time are those that have low productivity, causing selection bias. To address these challenges, literature has suggested four solutions: using input prices as instrument variables, using OLS with fixed effects, using the proxy variable (control function) approaches [Olley and Pakes, 1996; Levinsohn and Petrin, 2003; Ackerberg, Caves and Frazer, 2015; Gandhi, Navarro and Rivers, 2020], and using dynamic panel approaches [Arellano and Bond, 1991; Arellano and Bover, 1995; Blundell and Bond, 1998, 2000]. In this paper, I use the proxy variable approach for the main results, and OLS with fixed effects and the dynamic panel approach as sensitivity checks.

The proxy variable approach in this paper relies on Assumptions 1–5 and the following assumptions:

**Assumption 6.** The conditional demand for a proxy variable input, \( m_{it} = M_{it}(k_{it}, l_{it}, d_{it}, \omega_{it}) \), is strictly monotone in a single unobservable \( \omega_{it} \).

**Assumption 7.** The productivity \( \omega_{it} \) evolves in a Markovian process:

\[
\omega_{it} = g(\omega_{i,t-1}, Trade\ Qualified_{i,t-1}) + \xi_{it},
\]

where \( \xi_{it} \) is an exogenous shock in productivity that is uncorrelated with information at \( t - 1 \), that is \( E[\xi_{it} | I_{t-1}] = 0 \).

All these assumptions are standard in the literature on the proxy variable approach, except two exceptions. First, Assumption 3 is weaker than assuming perfect competition in the literature, as discussed in Section 2.5.3. Second, Assumption 2 assumes all inputs are variable, which requires different moment conditions for the estimation. I discuss it in Section 4.3 (Identification).

Under the Assumption 6, the conditional demand for a proxy input is inverted and substituted into the production function to get

\[
y_{it} = f(k_{it}, l_{it}, d_{it}, m_{it}; \beta) + \underbrace{M^{-1}_{it}(k_{it}, l_{it}, d_{it}, m_{it})}_{\equiv \chi_{it}} + \epsilon_{it}.
\]

(17)

Hence, in the first stage, I run the following regression

\[
y_{it} = \chi_{it}(k_{it}, l_{it}, d_{it}, m_{it}) + \epsilon_{it},
\]

(18)
to obtain estimates of expected output $\hat{\chi}_{it}$. Although the coefficients in the first stage are not the coefficients for the production function, the goal is to separate productivity from shock $\epsilon_{it}$.

In the second stage, I estimate the production function coefficients $\beta$ using Assumption 7. With this assumption, I can compute productivity for any value of $\beta$, using $\omega_{it}(\beta) = \hat{\chi}_{it} - f(k_{it}, l_{it}, m_{it}; \beta)$. By nonparametrically regressing $\omega_{it}(\beta)$ on its lag and event variables affecting productivity, I recover the exogenous shock $\xi_{it}(\beta)$. With the timing of the firm’s decisions on $k, l, d, m$ and the uncorrelation between exogenous shock $\xi_{it}$ and past information, I can use the following moments to estimate $\beta$:

$$E[\xi_{it}(\beta)x_{i,t-1}] = 0, \quad (19)$$

where $x$ is the input vector $(k, l, d, m)$.

For the specification of the production function, I use the translog function to obtain individual-specific and time-varying input elasticities of output. Given GMM estimates of $\beta$ in the second stage, the output elasticity for capital, for example, is given by

$$\hat{\theta}_k = \hat{\beta}_k + 2\hat{\beta}_{kk}k_{it} + \hat{\beta}_{kl}l_{it} + \hat{\beta}_{kd}d_{it} + \hat{\beta}_{km}m_{it}. \quad (20)$$

After getting all input elasticities of output, I calculate economies of scale $\phi_{it} = (\sum_{X} \hat{\theta}_X)^{-1}$. 

### 4.3 Identification

Identifying the causal impacts of the trading policy on productivity and production cost relies on two main identifying strategies. The first is to identify productivity and economies of scale using either the proxy variable approach or the dynamic panel approach. The second is to identify the causal impacts of trading using the difference-in-difference identifying conditions.

#### 4.3.1 Identifying the Production Function and Economies of Scale

Under the proxy variable approach in this paper, the gross output production function and economies of scale are identified upon the Assumptions 1–7. Compared to a variant of these assumptions under which Ackerberg, Caves and Frazer (2015) and Gandhi, Navarro and Rivers (2020) show the production function is identified, I make three differences. First, I show the cost minimization behavior holds in market environments other than perfect competition in the output market; see Section 2.5.3. So, we do not need to assume price takers in the output market to identify the production function.

Second, I assume capital is variable, whereas the literature has assumed capital is predetermined and dynamic (Olley and Pakes, 1996; Levinsohn and Petrin, 2003; Ackerberg, Caves and Frazer, 2015; Gandhi, Navarro and Rivers, 2020). With this difference, instead of using the moment condition $E[k_{it}\xi_{it} = 0]$, I use the condition $E[k_{i,t-1}\xi_{it} = 0]$. As discussed in Acker-
berg, Caves and Frazer (2015), if capital $k_{it}$ is predetermined and depends on the investment adjustment in the previous period $t - 1$, the current capital will be uncorrelated with exogenous shock $\xi_{it}$. For a variable input $x_{it}$ that is chosen today and correlated with today’s productivity, the past value of the variable input can be used instead in the moment condition. The coefficients of input variables are not identified in the first stage, but they are identified in the second stage of GMM upon the uncorrelation between the exogenous shock of innovation $\xi_{it}$ and past information.

Third, I estimate the gross output production function, whereas Ackerberg, Caves and Frazer (2015) estimate the value added production function. Whereas Ackerberg, Caves and Frazer (2015) exclude the proxy input $m_{it}$ in the production function, including it in the production function is important in my case, because I need to obtain all elasticities of inputs with respect to output. The exclusion of the proxy input in the production function was due to the concern about the nonidentification of the gross output production function using the proxy variable approach as being raised by Gandhi, Navarro and Rivers (2020). However, Gandhi, Navarro and Rivers (2020) formally show the nonidentification of the gross output production function in the absence of time-series variation in relative prices (of input and/or output). As a result, the cross-sectional variation in the proxy variable is not enough to help identify the gross output production function. As shown in the below descriptive statistics (Figure 4), this is not the case in this paper: I consider the number of fishing trips in a year of a vessel as the proxy variable and this variable has variation both across vessels and time (year).

Ultimately, the key assumption that leads to the nonidentification of the gross output production function shown by Gandhi, Navarro and Rivers (2020) is the Assumption 6 that assumes productivity is the only scalar unobservable and the conditional demand for the proxy input is strictly monotone in productivity. The dynamic panel approach can avoid this assumption and can be used to estimate a gross output production function. This approach also allows other unobservables in the forms of fixed effects, besides productivity, affect the production function. Hence, I also consider the results using this approach. The limitation of this approach is to assume the linearity of the serial correlation in productivity.

Section 6 reports the main results using the proxy variable approach to estimate the production function. Appendices report results using OLS with fixed effects and the proxy variable approach for the production function estimation. Results show the productivity and economies of scale by the three approaches exhibit some differences in magnitudes but follow similar distribution shapes by vessel groups and years.

\[\text{References}\]

16 Olley and Pakes (1996) estimate the value added production function, Levinsohn and Petrin (2003) estimate the gross output production function but they estimate the coefficient of labor in the first stage, which is shown to be biased in Ackerberg, Caves and Frazer (2015).
4.3.2 Identifying the Causal Impacts of Trading

The causal impacts of trading are identified upon the principle of difference-in-difference: assuming that the group of trade qualified vessels and the group of non-qualified vessels follow similar (parallel) trends in productivity and economies of scale, and that the impacts of trading do not spill over to non-qualified group, as noted in Section 4.1.

When combining with the estimation of a production function, separating the impact of trading on productivity from the impact on input factors right in the production function estimation step, before feeding into the difference-in-difference step, is important. Otherwise, the impact of the policy (trading) on productivity would be confounded with the impact of policy on input choices (and cost elasticity). To do such separation, including both Trade Qualified\(_{i,t-1}\) and \(\omega_{i,t-1}\) in the evolution of productivity is the key and solves two issues\(^{[17]}\). First, ignoring Trade Qualified\(_{i,t-1}\) in the evolution process would let \(\xi_{it}\) absorb the trading impact. If trading also affects input choices (\(k_{i,t-1}, l_{i,t-1}, d_{i,t-1}, m_{i,t-1}\)), then \(\xi_{it}\) would correlate with the input choices. Second, more-productive firms tends to self select to the trading program. Including lagged productivity \(\omega_{i,t-1}\) (together with Trade Qualified\(_{i,t-1}\)) helps control the potential self-selection of trading.

In summary, the estimated productivity in the estimation stage of a production function includes its own impact of trading without being confounded by the impacts of trading on production inputs. The estimated production coefficients \(\beta\) also keep their own impact of trading and, together with the variation in production inputs, contain the impact of trading on economies of scale (cost elasticity). In other words, whereas variation in each production input identifies the impact of trading on the input itself (if any), the total variation in \(all\) inputs weighted by the production coefficient (after being separated from the variation in productivity) identifies the impact of trading on economies of scale.

5 Data and Summary Statistics

The data are given by the Norwegian Directorate of Fisheries under a data confidentiality agreement. The data consist of four sets for the Norwegian cod fishery from January 2001 to December 2017. First, the vessel registry records the yearly registration status of a vessel and

\[\omega_{i,t} = g_t(\omega_{i,t-1}) + \xi_{it}\]

\(^{[17]}\)This productivity process has been noted by De Loecker (2013), Braguinsky et al. (2015) to study the effects of a firm’s export status and plant acquisition on productivity, respectively. The original proxy variable approach by Olley and Pakes (1996), Levinsohn and Petrin (2003), Ackerberg, Caves and Frazer (2015) assumes the Markov productivity evolution without controls: \(\omega_{i,t} = g_t(\omega_{i,t-1}) + \xi_{it}\). De Loecker (2013) also notes that such a productivity process as in (17) can directly estimate the impact of the event, trading in my context. A flexible specification of \(g\) can also offer the distribution of the heterogeneous impact of trading. However, I, similar to Braguinsky et al. (2015), take a two-stage approach where the second stage is the difference-in-difference regression. Although the two-stage approach delivers the average effect of trading instead of vessel-specific effect, this approach offers two advantages. First, I want to look at the changes from before to after the trading event not just for the trade-qualified vessels only, but also in comparison to a control group. Second, I want to use a consistent framework to investigate multiple outcomes.
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its physical characteristics including length, engine power, tonnage, and built year. Second, the ownership registry describes the identity of a vessel’s owner and their name, address, and organization type as of 31 December every year. Missing ownership is filled in using complement files of vessel events on changes in owner and vessel identification for continuous years. Third, the license registry records the license information and its valid duration a vessel holds. Fourth, the landing data record transactions of first hand sales of fish between a fisherman and a buyer (typically processing firms). The recorded transaction includes information on catch quantity, unit price, fishing vessel, landing date, the latest catch date, major catch location, fishing gear, crew size, and landing municipality. Unfortunately, trip duration is not available. When addressing fishing frequencies, I suppose each latest catch date represents for a trip in the corresponding week and month.

Table 2: Summary statistics

<table>
<thead>
<tr>
<th></th>
<th>count</th>
<th>mean</th>
<th>sd</th>
<th>min</th>
<th>max</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Panel A: Sample of trip-level observations</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>catch quantity (tonne)</td>
<td>1,158,557</td>
<td>1.61</td>
<td>4.04</td>
<td>0.00</td>
<td>224.62</td>
</tr>
<tr>
<td>revenue (thousand NOK)</td>
<td>1,158,557</td>
<td>24.24</td>
<td>65.24</td>
<td>0.00</td>
<td>4345.58</td>
</tr>
<tr>
<td>price (NOK/kg)</td>
<td>1,158,557</td>
<td>15.79</td>
<td>6.47</td>
<td>0.20</td>
<td>4955.00</td>
</tr>
<tr>
<td>crew (person)</td>
<td>1,158,557</td>
<td>2.11</td>
<td>1.49</td>
<td>1</td>
<td>99</td>
</tr>
<tr>
<td>distance (km)</td>
<td>1,158,557</td>
<td>133.78</td>
<td>261.43</td>
<td>0.05</td>
<td>2318.62</td>
</tr>
</tbody>
</table>

| **Panel B: Sample of yearly observations** |       |         |     |       |       |
| catch quantity (tonne) | 30,776 | 60.83   | 94.98 | 0.00  | 1874.40 |
| revenue (thousand NOK) | 30,776 | 915.26  | 1424.22 | 0.01 | 28250.42 |
| average value (NOK/kg) | 30,776 | 16.10   | 5.66  | 4.79  | 128.83 |
| length (m)             | 30,776 | 12.86   | 4.93  | 5     |
| crew (person)          | 30,776 | 2.24    | 1.62  | 1     | 21.25 |
| distance (km)          | 30,776 | 180.01  | 286.38 | 0.05 | 1642.74 |
| # trips                | 30,776 | 37.68   | 23.80 | 1     | 213   |

I merge four datasets to compile two main samples for the analysis: trip-level sample and yearly sample. Table 2 shows the summary statistics of variables in the two samples. Panel A summarizes the trip-level sample. Key variables include catch quantity, transacted unit price, revenue (as a product of quantity and unit price), crew size, and distance from the major catch location to the home municipality of the fishermen (also the vessel’s register). These variables are recorded for every landing transaction. On average, a vessel catches 1.6 tonne (1.7 US ton), but there is a big gap across vessels. Some vessels catch only several kilograms of cod and some catch up to 224 tonnes (247 tons). The unit price has the mean value of 15.79 NOK/kg (82 cents/lb) and also varies a lot by transactions. Crew size on average is 2. There are 14 observations of 99 people on board, whereas the second highest value of the crew size is 61. Although 99 is definitely not the code of missing values, it may be a misreport by the

---

One useful note is 10 nok ≈ 1 euro ≈ 1.15 usd. 1 kg ≈ 2.2 lbs. 1 tonne ≈ 1.1 US tons.
fishermen. Because there are only such 14 observations and it is important to keep the records of catch quantity, I decide to keep these observations in the sample for analysis.

Panel B summarizes the yearly observations. The yearly catch quantity and revenue are the sums of trip-level values for each vessel. The crew size and distance are the averages of trip-level values, weighted by the trip quantity.

For the main analysis, I use the yearly sample, except the investigation of transacted prices. Main fishing outcomes are catch quantity and revenue. Production inputs include vessel length, crew size, fishing distance (from fishermen’s municipality to major catch location), and the number of trips in a year.

Figure 4 plots the average values of key variables, namely the number of vessels, catch quantity, revenue, vessel length, crew size, fishing distance, and the number of trips by licensed length group over years. Panel 4a shows the number of vessels over years. In all license groups, the numbers of vessels decrease over time. For vessels with licensed lengths from and above 15 meters, the number of vessels in these two groups has decreased since 2004, after the trading program started and allowed a vessel to buy out quota of another vessel that had to exit after selling the quota. Similarly, the number of vessel with licensed length of 11–14.9m has decreased after 2008. Between 2003 and 2008, a condemnation program in which the state bought back a number of vessels with licensed lengths below 15m played a key role to dramatically reduce the number of vessel in this group. The fall in the number of vessel in the license length 0–10.9m after 2010 is attributed to voluntary exits rather than the condemnation scheme or the trading policy. Note that although the number of vessel in the non-tradable group (0–10.9m) reduces significantly over years, the percent number in fact increases, see panel 4b. Hence, the falls in the numbers of vessels in the tradable groups after the trading policy enacted are more substantial relative to the non-tradable group.

Panels 4c and 4d show vessels in a bigger licensed length group catch and earn more systematically. The tradable license groups catch significantly higher after the trading program applied.

Panels 4e–4h show the trend in yearly production factors: vessel actual length, crew size, distance from fishermen’s municipality to major catch location, and the number of trips. Vessels in a bigger licensed length group systematically have certain longer vessel and bigger crew size. Since 2010, vessels have been allowed to be longer than 28 meters as long as their cargo sizes are below 500m$^3$. We see vessels in the license group 21–27.9m have taken this advantage and expanded their sizes beyond 28m. Given the big gap in actual vessel size among license groups, one may concern vessels in the big license group would crowd out small vessels in the fishing ground. Panel 4g alleviates this concern by showing that vessels in different license groups fish in areas distant from each other. Although the two license groups, 11–14.9m and 15–20.9m, fish in overlapped areas, the group 0–10.9m as a control group fishes within 150km from the vessel home municipality’s coast, distinctly not overlapping with other groups. The separation in fishing ground between tradable group and control group is important, because it helps mitigate
Figure 4: Description of key variables by licensed length group in a yearly-observation sample
the spillovers that threaten the identification of the difference-in-difference estimation design in my context. A small threat of spillovers in harvest may still exist if the fishing activities of big vessels in faraway locations interfere the migration of the cod school. Figure A2 in Appendix A shows the distribution area and spawning area of cod in the north of the latitude 62° N, the whole fishery that is studied in this paper. The spawning areas are near to fjords and the coastal areas, where small vessels fish. Big vessels fishing in the ocean may interfere with the migration, but there exist several management measures (closure areas and timing restrictions) during a year to limit fishing activities during the spawning period.

Figure 4h shows vessels in the big license groups go fishing less often than the ones in the smaller license groups. There may be two reasons. One is vessels in the big license groups travel on much bigger vessels. Another reason is the figure shows the number of trip in a year. Big vessels may prolong the trip thanks to higher safety and better equipped. Unfortunately, the trip duration is not reported. Hence, instead of investigating the trip production, I focus on the yearly production with four yearly inputs: length, crew size, fishing distance, and the number of trips. In fact, focusing on yearly production is also plausible for the reason that these four inputs are potentially all main factors a fisherman (or vessel’s owner) would consider to design a plan to utilize the yearly quota.

6 Results

6.1 Consolidation of Catch Quantity

Table 3 report the effects of CAT program and quota acquisition on yearly catch quantity. All specifications include year fixed effects, vessel fixed effects, and owner fixed effects. Panel A shows the results for the difference-in-difference (DID) specification of equation (13) that estimates an intent to treat (ITT) of the trade program. Across the columns, the estimates suggest that the cap-and-trade program, compared to the previous nontradable cap, increases the harvest by 8.5%. Note that vessels are divided into four groups depending on licensed lengths: below 11m, 11–14.9m, 15–20.9m, and 21–27.9m. The latter two groups, 15–20.9m and 21–27.9m, are allowed to trade quotas from 2004. The licensed length group 11–14.9m may trade quotas from 2008. Columns (2)–(4) show the three biggest groups improve harvest by roughly 25%, 13%, and 4%, respectively.

Panel B estimates the average treatment on the treated (ATT) of quota acquisition. Results show vessels that acquire quotas catch at least 50% more than before. The ones in the biggest licensed length group, thanks to higher quota ceilings, even catch 85% more.

Figure 5 shows event-study graphs for the policy effects on catch quantity. Panel A show the relative changes between vessels in the trade-qualified groups and vessels in the never-treated group (licensed length below 11m) before and after 2004. Year 2004 is the first time when the trading program was introduced. We see that vessels in the trade-qualified groups improve their
Table 3: Effects of trading policy on catch quantity

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>staggered estimate</td>
<td>by group</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Panel A: ITT</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trade qualified</td>
<td>0.085***</td>
<td>0.044</td>
<td>0.127***</td>
<td>0.226***</td>
</tr>
<tr>
<td></td>
<td>(0.027)</td>
<td>(0.035)</td>
<td>(0.033)</td>
<td>(0.047)</td>
</tr>
<tr>
<td>Panel B: ATT</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quota acquisition</td>
<td>0.464***</td>
<td>0.408***</td>
<td>0.493***</td>
<td>0.623***</td>
</tr>
<tr>
<td></td>
<td>(0.023)</td>
<td>(0.028)</td>
<td>(0.058)</td>
<td>(0.056)</td>
</tr>
</tbody>
</table>

Note: Panels represent specifications. Columns reports coefficients. All specifications use yearly observations and include year fixed effects, vessel fixed effects, and vessels’ owner fixed effects. Panel A estimates ITT of the trading policy: \[ Y_{it} = \beta_{ITT} \text{Trade Qualified}_{it} + \eta_{i} + \tau_{t} + \epsilon_{it}. \] Panel B estimates ATT of quota acquisition: \[ Y_{it} = \beta_{ATT} \text{Quota Acquisition}_{it} + \eta_{i} + \tau_{t} + \epsilon_{it}. \] Standard errors in parentheses are clustered by vessel’s municipality. Significance level: * \( p < 0.10 \), ** \( p < 0.05 \), *** \( p < 0.01 \).

Figure 5: Event studies the impacts of trading on catch quantity growth

Note: Panel A plots the coefficients of the ITTs, except the indicator \( \text{Trading Qualified} \) is interacted with dummies for years before and after the program started. The base group is the licensed length below 11m and year 2004. Panel B plots the coefficients of the ATTs, except the indicator \( \text{Quota Acquisition} \) is interacted with dummies for years before and after the acquisition. The one year prior to the quota-acquisition year is normalized. Panel B shows coefficients of interactions for years before acquisition are very close to zero, implying parallel trend assumptions satisfied. This suggests the trends in catch quantity of vessels that acquired quotas are very similar to the trends of vessels that did not acquire quotas.

harvest modestly between 2004 and 2008. Since 2008, the trade-qualified groups dramatically increase their harvest. Since 2013, some vessels in the licensed length 21–27.9m even double their harvest.

Panel B illustrates the event studies for the effect of quota acquisition. They plot the coefficients of the regression (14), except the indicator \( \text{Quota Acquisition} \) is interacted with dummies for years before and after the acquisition. The one year prior to the quota-acquisition year is normalized.
not. For years after quota acquisition time, we see an immediate effect of quota acquisition. Vessels acquiring quota immediately catch 20% higher than the preceding year.

These increases in catch quantity are not surprising, because one will expect vessels in the trade qualified group purchase fishing quotas from others to boost the harvest.

### 6.2 The Impacts of Trading on Productivity

Before examining the causal impact of trading on productivity, I explore the overall distribution of productivity by licensed length group and year. Figure 6 plots the productivity index estimated using the proxy variable approach. Over years, productivity in all of the four groups has shifted to the right side. The shifts to the right are firstly attributed to the common improvement in productivity over time. One instant reason is technology in harvest may advance over time. Another reason is fisherman may adapt better to weather conditions and obtain productivity gains over time. Furthermore, although only the three upper license group has the trading program, spillovers of the trading impact on the whole fishery biomass may increase common fish stocks, allowing the regulator to increase total allowable catch in all four groups.

Despite the same direction in the shifts of productivity distribution in all four groups, the evolution of the distribution shows remarkably different patterns between the non-tradable group and the tradable groups. The distribution of productivity in the non-tradable group (0–10.9m) just simply shifts itself over years. Its peak level, variance, and tail length nearly remain the same as before. This implies the change in productivity of vessels in this group is purely induced by the systematic shocks over time. On the other hand, the distributions of productivity in the other tradable groups shift and change their shapes. The variance has decreased and more importantly, the lower tail has considerably shortened over time. In 2010, the distributions of productivity in the two middle groups (11–14.9m and 15–20.9m) had a long left tail, suggesting these two groups had a few vessels with extremely low productivity relative to the other vessels in the group. In 2017, these left tails were cut, and the new distributions even did not appear skewed. The shortening in the tails implies that the lowest productive vessels has exited from the fishery. For vessels in the license group 21–27.9m, exits of low productive vessels has happened sooner than the two middle groups.

Finally, I run difference-in-difference regressions on vessel productivity to examine the effects of trading policy on within-vessel productivity. Table 4 in reports the ITT and ATT estimates of the policy impacts on productivity. Figure 7 plots the event-study coefficients. In general, we do not see the program has a significant effect on all individuals in the trading group. Instead, the trading program has substantial impact only on vessels that do acquire quotas. Acquiring additional quotas help vessel increase its productivity by 25–46% on average.

---

19 Appendix D shows the distribution of productivity index estimated by the OLS with fixed effects and the dynamic panel approaches.

20 Appendix E reports all estimates, including LATE of the policy impacts on productivity and where productivity is estimated using OLS with fixed effects and the dynamic panel approach.
Figure 6: Distribution of productivity (proxy variable approach)

Note: Productivity is estimated using proxy variable approach. Panel A plots the event study coefficients of ITT of the trading policy. Year 2004 and the non-tradable group (0–10.9m) are normalized. From 2004, the groups 15–20.9m and 21–27.9m may trade. From 2007, the group 11–14.9m may trade. Panel B plots the event study coefficients of ATT of quota acquisition, for years before and after the acquisition; vessels in the non-tradable group and that are in the tradable group and do not trade are the base group.

Figure 7: Impacts of the trading scheme and quota acquisition on productivity
Table 4: Effects of trading policy on logged productivity

<table>
<thead>
<tr>
<th></th>
<th>(1) staggered estimate</th>
<th>(2) estimate by group</th>
<th>(3) estimate by group</th>
<th>(4) estimate by group</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>11-14.9m</td>
<td>15-20.9m</td>
<td>21-27.9m</td>
</tr>
<tr>
<td><strong>Panel A: ITT</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trade qualified</td>
<td>0.025</td>
<td>-0.039</td>
<td>0.145***</td>
<td>0.129***</td>
</tr>
<tr>
<td></td>
<td>(0.020)</td>
<td>(0.024)</td>
<td>(0.033)</td>
<td>(0.041)</td>
</tr>
<tr>
<td><strong>Panel B: ATT</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quota acquisition</td>
<td>0.276***</td>
<td>0.225***</td>
<td>0.381***</td>
<td>0.292***</td>
</tr>
<tr>
<td></td>
<td>(0.022)</td>
<td>(0.028)</td>
<td>(0.039)</td>
<td>(0.048)</td>
</tr>
</tbody>
</table>

Note: Panels represent specifications. Columns reports coefficients. All specifications use yearly observations and include year fixed effects, vessel fixed effects, and vessels’ owner fixed effects. Panel A estimates ITT of the trading policy: \( Y_{it} = \beta_{ITT} \text{Trade Qualified}_{it} + \eta_i + \tau_t + \epsilon_{it} \). Panel B estimates ATT of quota acquisition: \( Y_{it} = \beta_{ATT} \text{Quota Acquisition}_{it} + \eta_i + \tau_t + \epsilon_{it} \). Standard errors in parentheses are clustered by vessel’s municipality. Significance level: * \( p < 0.10 \), ** \( p < 0.05 \), *** \( p < 0.01 \).

6.3 The Impacts of Trading on Economies of Scale

Table 5: Summary statistics of economies-of-scale index by licensed length group

<table>
<thead>
<tr>
<th></th>
<th>Pre-trade-program</th>
<th>Post-trade-program</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>count  mean sd</td>
<td>min max</td>
<td>count mean sd</td>
</tr>
<tr>
<td>0–10.9m</td>
<td>8,470 0.372 0.049</td>
<td>0.203 0.602</td>
<td>8,362 0.377 0.060</td>
</tr>
<tr>
<td>11–14.9m</td>
<td>3,590 0.433 0.061</td>
<td>0.244 0.677</td>
<td>3,637 0.449 0.074</td>
</tr>
<tr>
<td>15–20.9m</td>
<td>995   0.458 0.066</td>
<td>0.249 0.703</td>
<td>2,367 0.514 0.089</td>
</tr>
<tr>
<td>21–27.9m</td>
<td>433   0.456 0.068</td>
<td>0.289 0.738</td>
<td>1,016 0.524 0.097</td>
</tr>
</tbody>
</table>

Note: The index is the output elasticity of total cost \( \phi_{it} \), calculated using estimates of the production function coefficients using the proxy variable approach. Pre-trade-program period and post-trade period for licensed groups 15–20.9m and 21–27.9m are 2001–2003 and 2005–2017. For licensed length group 11–14.9m, they are 2001–2007 and 2009–2017. Licensed length group 0–10.9m is not allowed to trade during 2001 and 2017, but we compare period 2001–2007 to period 2009–2017.

Table 5 contrasts the means and ranges of economies of scale between before and after the trading policy. The licensed length group 0–10.9m is not allowed to trade, but we contrasts its range of the index in the 2001–2007 period to the level in the 2009–2017 period. The table reports the scale index using the proxy variable estimator for the production function. Appendix D reports results using other approaches for the production function estimation. The first important point of the results is that the index in the pre-trade program are less than 1. This suggests vessels were having economies of scale before the trading program (marginal cost below average cost). The second point to notice is within each license group the mean and the max levels become higher in the post-trade period. These increases reveal that vessels are moving along the average cost curves starting on the left side of the curves toward where marginal cost reaches average cost or the minimum levels of average cost.
Cap and Trade: Economies of Scale & Productivity

(a) economies of scale $\phi_{it}$, license 0–10.9m

(b) economies of scale $\phi_{it}$, license 11–14.9m

(c) economies of scale $\phi_{it}$, license 15–20.9m

(d) economies of scale $\phi_{it}$, license 21–27.9m

Figure 8: Distribution of economies of scale $\phi_{it}$ (proxy variable approach)

(a) ITT of the trading policy

(b) ATT of quota acquisition

Figure 9: Impacts of the trading policy and quota acquisition on economies of scale

Note: Economies of scale $\phi$ is recovered from the estimates of the production function coefficients that are estimated using a proxy variable approach. Panel A plots the event study coefficients of ITT of the trading policy. Year 2004 and the non-tradable group (0–10.9m) are normalized. From 2004, the groups 15–20.9m and 21–27.9m may trade. From 2007, the group 11–14.9m may trade. Panel B plots the event study coefficients of ATT of quota acquisition, for years before and after the acquisition. Vessels in the non-tradable group and that are in the tradable group and do not trade are the base group.
Figure 8 examines the change in economies of scale (or cost elasticity) over time within a license group by exploring the distribution of the cost elasticity over years by licensed length group. Two features are noted. First, the distribution of cost elasticity in the lowest group (0–10.9m) almost remains unchanged from 2003 to 2017, suggesting the production costs of vessels in this group nearly do not change. On the other hand, the distributions of cost elasticities in the other three upper groups significantly become fattened and more positively skewed. So, vessels in these groups on average have substantially higher cost elasticities over time. There is also sizable variance in cost elasticity among vessels within each upper group. The second noticeable feature is that it is the upper tail that drives the increase in cost elasticity of vessels in the three upper group. For the two highest upper groups, we also see the left tails have been cut, implying a number of high-average-cost vessels (of which cost elasticities are far much smaller than 1) exits the fishery.

Table 6: Effects of trading policy on economies of scale (output elasticity of cost)

<table>
<thead>
<tr>
<th>coefficients</th>
<th>(1) staggered estimate</th>
<th>(2) estimate by group</th>
<th>(3) estimate by group</th>
<th>(4) estimate by group</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>11-14.9m</td>
<td>15-20.9m</td>
<td>21-27.9m</td>
<td>11-14.9m</td>
</tr>
<tr>
<td>Panel A: ITT Trade qualified</td>
<td>0.004**</td>
<td>0.003</td>
<td>0.004</td>
<td>0.012*</td>
</tr>
<tr>
<td>Panel B: ATT Quota acquisition</td>
<td>0.033***</td>
<td>0.025***</td>
<td>0.034***</td>
<td>0.062***</td>
</tr>
</tbody>
</table>

Note: Panels represent specifications. Columns reports coefficients. All specifications use yearly observations and include year fixed effects, vessel fixed effects, and vessels’ owner fixed effects. Panel A estimates ITT of the trading policy: $Y_{it} = \beta_{ITT} Trade Qualified_{it} + \eta_i + \tau_t + \epsilon_{it}$. Panel B estimates ATT of quota acquisition: $Y_{it} = \beta_{ATT} Quota Acquisition_{it} + \eta_i + \tau_t + \epsilon_{it}$. Standard errors in parentheses are clustered by vessel’s municipality. Significance level: * $p < 0.10$, ** $p < 0.05$, *** $p < 0.01$.

To formally test whether the change in economies of scale is caused by the cap-and-trade program, I examine the change in cost elasticity within a vessel over time using the DID approach. Table 6 and Figure 9 report the estimates and the event study. I find that the trading program plays an important role in raising the output elasticity of cost, thereby pushing the fishing operation toward the minimum-average-cost operation. The push happened strongest in the highest group (21–27.9m), because this group offers the largest room to acquire additional quota amount, offering the vessels possible biggest move in harvest expansion. Vessels that acquire additional quotas in this group incurred additional 6–8 percentage point in the output elasticity of cost. A back-of-the-envelope calculation uses these estimates finds that a vessel in the licensed group of 11–14.9m, 15–20.9m, and 21–27.9m saves 0.42%, 4.07%, and 15.60%.

These estimated economies of scale are calculated from the proxy variable approach of estimating a production function. Appendix D shows the distribution that uses the OLS with fixed effects and dynamic panel approaches of the production function.
of average cost, respectively.

7 Discussion

7.1 Decomposing the Value of Trading

I perform the decomposition method in Proposition (2) to entire vessels in the fishery to investigate the dynamic of output change ($\ln Q_{it}$) as well as the value of trading of a vessel by licensed length group. Figure 10 plots the decomposition of the change by year (relative to 2001). The year index is the vessel-change index weighted by a vessel’s share of catch in the licensed length group. Output generally increases over years for all licensed length groups but is underlied by different patterns of the decomposing effects. Vessels in the non-tradable group (0–10.9m) have little economies-of-scale effect. The increase in productivity plays the main role in explaining the change in output in this group. For vessels in the tradable group, both the two effects contribute to the change in output, but the relative contribution of the two decomposing effects differs in different periods. Between 2001 and 2003, the cost-shifting effect contributes more to the change in output. From 2004 through 2007, almost only the economies-of-scale effect contributes to the output growth; the productivity improvement has no effect at all. Since 2007, the productivity improvement effect dramatically increases and outweighs the economies-of-scale effect, except the vessels in the group 21–27.9m. The output growth in vessels in the biggest licensed length group (21–27.9m) is generally attributed to the economies of scale effect. In recent years from 2014, the two effects and the output decrease, except for vessels in the licensed length 15–20.9m.

Figure 11 plots the decomposition of output change relative to the first trading time for vessels that ever acquire tradable quotas. Note that this is the change in output within a vessel relative to its own first trading time and does not take the change in output of other vessels into account. Not surprisingly, vessels increase their catches dramatically after acquiring quotas. However, whereas the economies-of-scale effect does not contribute to the output growth of vessels in the group 11–14.9m, it explains the output growth for vessels in the two upper groups (15–20.9m and 21–27.9m) in the first two years after acquiring quotas. Three years after acquiring quotas, the increase in productivity plays the main role to increase output of vessels in the group 15–20.9m, but it shares quite an equal contribution to the output growth of vessels in the group 21–27.9m, compared to the role of economies of scale.
Figure 10: Decomposing the change in $Q_{it}$ (thousand tonnes) by year

Note: The figure plots the change in output within a vessel from 2001 to each year. The average change number for each year is weighted by the vessel share of group catch.
Figure 11: Decomposing the value of trading (in thousand tonnes of catch) by years from the first time a vessel acquires traded quotas

Note: The figure plots the change in output within a vessel over years. All changes are relative to the year when a vessel acquires traded quotas in its first time.
7.2 Where Do Economies of Scale Come From?

Because economies of scale is the reciprocal sum of all output elasticity of inputs, it can be interpreted as the a sufficient statistics of all changes in inputs. To understand how fishermen exploit economies of scale, I investigate the impacts of trading on input factors—boat size, crew size, fishing distance (distance from the fishers’ municipality to major catch location), and the number of trips in a year. Figure 12 plots the event studies of the impacts. Table E3 in Appendix E reports the ITT, ATT, and LATE estimates of the effects.

Among the four production factors, we see the clear and significant increases in vessel length and the number of fishing trips. The trading policy seems to reverse the decreasing trend in crew size, and may imply a slight increase in labor usage. However, compared to the patterns in vessel length and the number of trip, I conclude the policy did not change labor size. Neither does it change fishing distance. Hence, fishermen have exploited economies of scale to significantly reduce fishing costs by investing in bigger boats and going fishing more often.

Because different licensed length groups are subject to different quota ceilings, boat size investment and fishing trip adjustment follow heterogeneous patterns for different license groups. Whereas the biggest licensed length group (21–27.9m) invested in 9% longer vessels and went fishing more frequently (by 24%–46%), the other two tradable licensed length group (11–14.9m and 15–20.9m) did not expand their vessels and instead, only went fishing more frequently to utilize larger fishing quotas.
Figure 12: Changes in input factors that contribute to economies of scale due to quota trading

Note: The figure plots the event studies of the impacts of trading on fishing input factors: vessel length (meter), number of fishing trips in a year, fishing distance from the major catch location to the vessel’s home municipality (mile), and crew size (person). Results imply vessels’ owners exploit economies of scale by using bigger boats and going fishing more often.
Consolidation, Economies of Scale, and Market Power

Although CAT is popular in emission regulation, tradable caps have remained controversial in fishery management due to consolidation concerns (Adelaja, Menzo and McCay 1998; Grainger and Parker 2013; Byrne et al. 2020). Under a tradable quota scheme, large fishing firms can buy out quotas from small fishermen. If the ownership of quotas and catch rights become concentrated into a few players, certain oligopolists may exert market power and keep high prices of fish sales or high markups. On the other hand, those who support CAT in fishery of course rely on the cost effectiveness of trading in which the distribution of quotas is achieved at the least cost. My study contributes to the debate on costs and benefits of CAT and the studies of consolidation in three ways.

First, I provide another benefit of CAT for a policy maker to weigh the costs and benefits. I show CAT offer cost reduction owing to productivity improvement and economies of scale and trading is the causal factor that induces these benefits.

Second, the cost reduction due to economies of scale goes beyond an additional benefit of trading: it reverses the consolidation concern. That is, consolidation may be a benefit rather than a cost. The reason is economies of scale are exploited by only expanding operation, which is strongly and directly associated with consolidation. This argument establishes the tradeoff between market power (or anticompetition) and efficiency when it comes to consolidation concern, connecting to the long-standing arguments in merger and acquisition cases in IO and law studies.

For a long time, efficiency has been used to justify the permission of horizontal mergers (Farrell and Shapiro 2001; Gugler and Siebert 2007; Kaplow 2021). However, “efficiencies in merger analysis are an enigma” and “the economic analysis of merger efficiencies lags far behind that of anticompetitive effects” (Kaplow 2021). My analysis on economies of scale provides a framework to solve this puzzle: I provide a tool to examine and explain the presence of economies of scale as a source of efficiency. Moreover, clearing mergers on an efficiency defense requires efficiency be merger-specific and outweigh the market power effects, as similarly as should a policy-maker approve a cap-and-trade program. Verifying such efficiency is an empirical question, which can be answered in a similar way to this paper. I have shown three specific points in the analysis of trading in cap and trade: (i) vessels had economies of scale before trading was allowed and they were far to reach their minimum average cost levels, (ii) vessels does expand their catch toward reaching their minimum average cost levels after trading, and (iii) trading is the causal factor of the movement (or the increase in economies of scale index) and the causal effect is significant. Hence, this paper provides an empirical framework to investigate economies of scale as a source of efficiency for consolidation and merger related issues in future.

Third, the method to measure and estimate economies of scale in this paper can shed some light on the implied change in market power. If one observes the share of expenditure on input
in total sales or the revenue cost ratio, one can estimate markup and directly investigate the
effect of trading on markup. Otherwise, observing the product prices offer two benefits. We
can directly test whether trading leads to higher product prices. We can also combine the results
of price change and economies-of-scale change to discuss the markup change, if markup is a
concern rather than price.

For example, in the cap and trade in Norwegian fishery, I observe the fish sales price (ex-
 vessel price). Hence, I use DID framework to explore the impacts of trading on price. Table
7 show either insignificant or very weak effects of consolidation on prices. ITTs are positive
for the two biggest licensed length groups whereas ATTs are around zero. Figure 13 that plots
event studies for the DID analysis reveals that trip-level transacted fish prices follow stable
trends over years both before and after the quota acquisition month. Overall, the DID strategy
shows no evidence for a change in prices due to the trading program and the quota acquisition.

Table 7: Effects of trading policy on logged price (trip-level price NOK/kg)

<table>
<thead>
<tr>
<th>Coefficients</th>
<th>(1) staggered estimate</th>
<th>(2) estimate by group</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(logged NOK/kg)</td>
<td>11-14.9m</td>
<td>15-20.9m</td>
<td>21-27.9m</td>
<td></td>
</tr>
<tr>
<td>Panel A: ITT</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trade qualified</td>
<td>0.005</td>
<td>-0.003</td>
<td>0.026**</td>
<td>0.019**</td>
</tr>
<tr>
<td></td>
<td>(0.004)</td>
<td>(0.004)</td>
<td>(0.010)</td>
<td>(0.008)</td>
</tr>
<tr>
<td>Panel B: ATT</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quota acquisition</td>
<td>-0.006</td>
<td>-0.011*</td>
<td>0.006</td>
<td>-0.009</td>
</tr>
<tr>
<td></td>
<td>(0.005)</td>
<td>(0.006)</td>
<td>(0.009)</td>
<td>(0.010)</td>
</tr>
</tbody>
</table>

Note: Panels represent specifications. Columns reports coefficients. All specifications use yearly observations and include year fixed effects, vessel fixed effects, and vessels’ owner fixed effects. Panel A estimates ITT of the trading policy: \( Y_{it} = \beta_{ITT} \text{Trade Qualified}_{it} + \eta_i + \tau_t + \epsilon_{it} \). Panel B estimates ATT of quota acquisition: \( Y_{it} = \beta_{ATT} \text{Quota Acquisition}_{it} + \eta_i + \tau_t + \epsilon_{it} \). Standard errors in parentheses are clustered by vessel’s municipality. Significance level: * \( p < 0.10 \), ** \( p < 0.05 \), *** \( p < 0.01 \).

Note that the difference-in-difference strategy may underestimate the effects of consolidation
on prices because of the spillover threats. The trading program forced the acquired vessels
to exit the fishery, reducing the number of vessels in the whole fishery. At the same time, ves-
sels less than 15 meters are subject to the decommissioning policy during 2004–2008, which
reduces the number of vessels that are less than 15 meters. Hence, the non-tradable group
that has licensed length 0–10.9m and mostly has actual length less than 11 meters might ex-
perience a unit price gain from 2004, causing the DID estimator to underestimate the effect of
consolidation on prices.

However, the fact that price does not change may be attributed to the substantial competition
in this industry. Figure 14 indicates the Herfindahl-Hirschman Index, despite the increasing
consolidation over years in the two upper licensed length groups, is still very low (less than
0.03). The fishing market remains very competitive. Furthermore, cod is a valuable specie that
Norway exports to the global market, in which Norwegian vessels may be price takers. Overall, I conclude that the quota trading program and quota acquisition did not affect fish sales prices at all.

The fact that price has remained stable after trading and fishermen have significant cost savings owing productivity improvement and economies of scale raises a question on the implicit increase in markups. Fishermen could have lowered prices but they did not. However, such assertion should be discussed with caution. The reason is the cost savings owing to economies of scale refers to the decrease in average cost rather than marginal cost. It is possible that marginal cost has increased while average cost has decreased, especially when they are about to reach at the minimum average cost level. Note that claiming marginal cost has increased to show fishermen had no benefits is not a credible statement either. The reason is the observed fish sales price is likely average price rather than marginal price. Consequently, examining the change in
markup should be clear about whether it refers to average price, marginal price, average cost, or marginal cost. The analysis of economies of scale in this paper can discuss the change in average cost with the least data. Of course, the welfare evaluator may simply care about the change in price rather than in markup when the matter regards market power.

8 Conclusion

This paper makes two primary contributions. First, I provide a new value of CAT: cost efficiency within firms owing to productivity improvement and economies of scale. I exploit the unique setting of the CAT in Norwegian cod fishery to show trading is the causal factor for such value. The new additional value of CAT not only requires policy makers re-evaluate the costs and benefits of CAT, but it also casts caveat on the consolidation concerns of trading. Consolidation may offer benefits because it facilitates the realization of economies of scale. Hence, the cost efficiency owing to economies of scale should be weighted against the market power concern when consolidation matters.

Second, I offer a method to empirically estimate the economies of scale using production data. The method is applicable beyond fishery context and offers a tool for future empirical applications beyond fishery CAT. For example, examining the cost efficiency value in CAT in air pollution is interesting and important. Although my study shows the significant efficiency value in the fishery CAT, whether CAT or an environmental regulation, in general, offers cost reduction owing to productivity improvement and economies of scale depends on the context and is an empirical question. Calel (2020) and Calel and Dechezleprêtre (2016) recently show that European Emission Trading (ETS) has increased low-carbon innovation among regulated firms. The finding brings up a question on how much of such innovation contributes to cost efficiency owing to productivity and economies of scale.
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Online Appendices

A Atlantic cod

Figure A1 shows how cod looks like. Cod in Norwegian sea is Atlantic cod, scientific name *Gadus morhua*. They can live for 25 years and usually attain sexual maturity between two and four years old. They can grow to 1.3m and 40kg (88lbs). Atlantic cod is one of the most heavily fished species. It was fished for a thousand years by north European fishers who followed it across the North Atlantic Ocean to North America. It supported the US and Canada fishing economy until 1992, when fishing cod was limited. Several cod stocks collapsed in the 1990s (declined by more than 95% of maximum historical biomass) and have failed to fully recover even with the cessation of fishing.\footnote{See Frank et al. (2005) and NOAA, \url{https://www.fisheries.noaa.gov/species/atlantic-cod}}

Figure A2 illustrates the distribution area and spawning area in Norwegian sea. The amount (numbers and biomass) increases from south to north, and around 75% lives north of the 62 latitude (the fishing areas that are studied in this paper).\footnote{See the description by the Institute of Marine Research, \url{https://www.hi.no/en/hi/temasider/species/costal-cod--north-of-the-62-latitude}} The cod spawns in most of the fjords or in fjord arms in bigger fjord systems (within 200km from the coast).

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{cod.png}
\caption{Cod}
\end{figure}

B Cost minimization and profit maximization

\textit{Proof of proposition}\footnote{See Frank et al. (2005) and NOAA, \url{https://www.fisheries.noaa.gov/species/atlantic-cod}} First, consider the Cournot competition. The profit maximization problem is

\[
\max_{\mathbf{X}_t} P(Q_t(Q_t(\mathbf{X}_t))) \cdot Q_t(\mathbf{X}_t) - G(\mathbf{X}_t),
\]
where \( Q_{it}(X_{it}) \) is the production function that defines the output quantity the firm can produce with such input use. The profit equals the revenue, which is the product of market price and the firm’s output, subtracted by the cost \( G(\cdot) \) the firm pays for their input uses. In the Cournot market environment, the market price depends on the total output of all firms in the market \( Q \). Of course, we have \( \frac{dQ}{dq_{it}} = 1 \), because \( Q \) is the industry output. Assume differentiability for all functions and concavity of the profit function, the optimal input use to maximize profits satisfies the following first order condition:

\[
P' \cdot \frac{\partial Q}{\partial X} \cdot Q + P \cdot \frac{\partial Q}{\partial X} - \frac{\partial G}{\partial X} = 0.
\]

Now, consider the alternative two-step decision process. In the first stage, the firm decides the output level that maximizes the following profits:

\[
\max_{q_{it}} P(Q(q_{it})) \cdot q_{it} - C(q_{it}),
\]

where \( C(q_{it}) \) is the cost of producing \( q_{it} \) units of output. In the second stage, the firm decides the input use to minimize this cost of producing \( q_{it} \). That is,

\[
\min_{X_{it}} G(X_{it}) \text{ subject to } Q_{it}(X_{it}) \geq q_{it}.
\]

The optimal output and input levels in the two-step decision process satisfy the following first
order conditions:

\[ P' \cdot q + P - C' = 0, \]
\[ \frac{\partial G}{\partial X_{it}} - \lambda \frac{\partial Q_{it}}{\partial X_{it}} = 0, \]
\[ Q_{it}(X_{it}) = q_{it} \text{ (assuming interior solutions)}, \]

where \( \lambda \) is the multiplier associated with the targeted output constraint. Notice that the marginal cost \( C' \) is the shadow price of output constraint \( \lambda \). The three conditions imply \( P' \cdot Q + P - \frac{\partial G}{\partial X} \frac{\partial Q}{\partial X} = 0 \), which is equivalent to the first order condition of the profit-maximizing input-choice problem. Hence, the two decision problems, input choice to maximize profits and 2-step decision to maximize profits and minimize production cost, are equivalent in the Cournot market environment.

Now, consider the case where price is endogenous in output due to bargaining power. The profit maximization problem is

\[ \max_{X_{it}} P(Q(Q_{it}(X_{it})), Q_{it}(X_{it})) \cdot Q_{it}(X_{it}) - G(X_{it}). \]

The profit-maximizing input must satisfy

\[ \left( P_1 \cdot \frac{\partial Q}{\partial X} + P_2 \cdot \frac{\partial Q}{\partial X} \right) \cdot Q + P \cdot \frac{\partial Q}{\partial X} - \frac{\partial G}{\partial X} = 0, \]

where \( P_1, P_2 \) denote partial derivatives: \( P_1 = \frac{\partial P}{\partial Q}, P_2 = \frac{\partial P}{\partial Q} \).

Consider the two-step decision

\[ \max_{q_{it}} P(Q(q_{it}), q_{it}) \cdot q_{it} - C(q_{it}) \text{ in stage 1, and } C(q_{it}) = \min_{X_{it}} G(X_{it}) \text{ subject to } Q_{it}(X_{it}) \geq q_{it} \text{ in stage 2}. \]

The optimal output and input in the two-step decision must satisfy

\[ (P_1 + P_2) \cdot q + P - \frac{dC}{dq} = 0, \]
\[ \frac{\partial G}{\partial X} - \lambda \frac{\partial Q}{\partial X} = 0, \]
\[ Q(X) = q. \]

Because the marginal cost is the shadow price \( \frac{dC}{dq} = \lambda \), the three above conditions imply the first-order-condition of the profit-maximization problem. So, the two decision problems are equivalent in the presence of bargaining power.

Consider the third situation in which price is endogenous in product quality \( H \) and the
quality can be adjusted by effort \( e_{it} \). Then the equivalent two-step decision is

\[
\max_{q_{it}, e_{it}} P(Q(q_{it}), q_{it}, H(e_{it})) \cdot q_{it} - C(q_{it}, e_{it}) \quad \text{in stage 1, and}
\]

\[
C(q_{it}, e_{it}) = \min_{X_{it}} G(X_{it}, e_{it}) \quad \text{subject to } Q_{it}(X_{it}) \geq q_{it} \quad \text{in stage 2.}
\]

The reason is the optimal output, effort, and input must satisfy

\[
(P_1 + P_2) \cdot q + P - C_1 = 0,
\]

\[
P_3 \cdot q - C_2 = 0,
\]

\[
\frac{\partial G}{\partial X} - \lambda \frac{\partial Q}{\partial X} = 0.
\]

Because \( \frac{\partial C}{\partial q} = \lambda \) and \( \frac{\partial C}{\partial e} = \frac{\partial G}{\partial e} \), the three above conditions imply the two first-order conditions that input and effort in the profit-maximization problem satisfy.

However, in a price-differentiation environment where the firm can use its production input to adjust product quality, the two problems, profit-maximizing input choice and two-step decision, are not equivalent in general. That is, consider the case \( P_{it} = P(Q(Q_{it}), Q_{it}, H(X_{it})) \), where product quality \( H(\cdot) \) can be directly adjusted by the production input factors \( X_{it} \). In this environment, there does not exist an equivalent two-step decision with the cost-minimizing input choice in the second stage, unless the quality function \( H(\cdot) \) satisfies a set of conditions in relation to the price function and the production function \( Q(\cdot) \).

Finally, consider the flexible form of the cost function in which output and input are interdependent. In this environment, the profit-maximizing input-choice problem is

\[
\max_{X_{it}} P(Q(Q_{it}(X_{it})), Q_{it}(X_{it})) \cdot Q_{it}(X_{it}) - G(Q_{it}(X_{it}), X_{it}).
\]

The input choice must satisfy

\[
\left( P_1 \cdot \frac{\partial Q}{\partial X} + P_2 \cdot \frac{\partial Q}{\partial X} \right) \cdot Q - P \cdot \frac{\partial Q}{\partial X} - \frac{\partial G}{\partial Q} \frac{\partial Q}{\partial X} - \frac{\partial G}{\partial X} = 0.
\]

The equivalent two-step decision is

\[
\max_{q_{it}} P(Q(q_{it}), q_{it}) \cdot q_{it} - C(q_{it}) \quad \text{in stage 1, and}
\]

\[
C(q_{it}) = \min_{X_{it}} G(q_{it}, X_{it}) \quad \text{subject to } Q_{it}(X_{it}) \geq q_{it} \quad \text{in stage 2,}
\]
where the output and input must satisfy

\[(P_1 + P_2) \cdot q + P - C' = 0,\]
\[\frac{\partial G}{\partial X} - \lambda \cdot \frac{\partial Q}{\partial X} = 0,\]
\[Q(X) = q.\]

Because \(\frac{dC}{dq} = \frac{\partial G}{\partial q} + \lambda\), these three conditions imply the first-order condition of the profit maximizing problem. Hence, the two problems are equivalent.

C  The Case of Dynamic Inputs

Proof of Lemma 1

Proof. Consider the dynamic problem (8), the FOCs with respect to \(L_t, K_t\) are:

\[w = \lambda \cdot \frac{\partial Q}{\partial L_t} \implies \frac{w}{\lambda} \cdot L_t = \frac{\partial Q}{\partial L_t} \cdot L_t = \theta_{L_t} \quad (21)\]
\[r + \frac{\partial A(K_t, K_{t-1})}{\partial K_t} + \beta E \left[\frac{\partial V(K_{t+1}, \Omega_{t+1})}{\partial K_t} \big| \Omega_t\right] = \lambda \cdot \frac{\partial Q}{\partial K_t} \quad (22)\]

Apply the Envelope theorem to calculate the derivative of value function:

\[\frac{\partial V(K_t, \Omega_{t+1})}{\partial K_t} = \frac{\partial A(K_{t+1}, K_t)}{\partial K_t}. \quad (23)\]

Substitute this in the FOC wrt \(K_t\) to get the Euler equation for the dynamic capital:

\[r + \frac{\partial A(K_t, K_{t-1})}{\partial K_t} + \beta E \left[\frac{\partial A(K_{t+1}, K_t)}{\partial K_t} \big| \Omega_t\right] = \lambda \cdot \frac{\partial Q}{\partial K_t} \quad (24)\]

Multiply both sides by \(\frac{K_t}{Q(K_t, \lambda)}\) at optimal levels \(K_t^*\):

\[K_t^* \cdot \left( r + \frac{\partial A(K_t, K_{t-1})}{\partial K_t} + \beta E \left[\frac{\partial A(K_{t+1}, K_t)}{\partial K_t} \big| \Omega_t\right] \right) / (Q \cdot \lambda) = \frac{\partial Q}{\partial K_t} \cdot \frac{K_t}{Q} = \theta_{K_t} \big| K_t^*, \quad (25)\]

where \(A_1\) and \(A_2\) denote the first and second derivatives of \(A\).

If the adjustment cost satisfies \(A(K_{t+1}^*, K_t^*) = K_t^* \cdot A_1 + \beta \cdot K_t^* \cdot A_2\), then

\[\frac{E[(K_t^* \cdot r + A(K_{t+1}, K_t)) \big| \Omega_t]}{Q} = \theta_{K_t} \big| K_t^*. \quad (26)\]
Then sum the equalities (21) and (26) side by side, we get

\[
E \left[ \frac{AVC + AAC}{MC} \right] = \theta_{L_t} + \theta_{K_t}.
\] (27)

## D  Productivity and Cost Elasticity Using OLS with FEs and Dynamic Panel Approaches

Table D1: Summary statistics of estimates of cost indices by licensed length group

| Panel A: Output elasticity of total costs, using the dynamic panel estimator for the production function |
|---------------------------------------------------|---------------------------------------------------|---------------------------------------------------|
| Pre-trade-program | Post-trade-program |
| count | mean | sd | min | max | count | mean | sd | min | max |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 0–10.9m | 8,470 | 0.368 | 0.046 | 0.205 | 0.584 | 8,362 | 0.373 | 0.056 | 0.205 | 0.806 |
| 11–14.9m | 3,590 | 0.429 | 0.058 | 0.249 | 0.660 | 3,637 | 0.445 | 0.071 | 0.225 | 0.790 |
| 15–20.9m | 995 | 0.458 | 0.063 | 0.254 | 0.688 | 3,637 | 0.453 | 0.085 | 0.224 | 0.934 |
| 21–27.9m | 433 | 0.463 | 0.066 | 0.300 | 0.734 | 2,367 | 0.532 | 0.095 | 0.326 | 1.005 |

| Panel B: Output elasticity of total costs, using the OLS-FE estimator for the production function |
|---------------------------------------------------|---------------------------------------------------|---------------------------------------------------|
| Pre-trade-program | Post-trade-program |
| count | mean | sd | min | max | count | mean | sd | min | max |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 0–10.9m | 8,470 | 0.387 | 0.054 | 0.205 | 0.651 | 8,362 | 0.393 | 0.066 | 0.205 | 0.969 |
| 11–14.9m | 3,590 | 0.456 | 0.070 | 0.249 | 0.741 | 3,637 | 0.476 | 0.085 | 0.224 | 0.934 |
| 15–20.9m | 995 | 0.487 | 0.077 | 0.252 | 0.793 | 2,367 | 0.554 | 0.107 | 0.284 | 1.075 |
| 21–27.9m | 433 | 0.485 | 0.079 | 0.298 | 0.824 | 1,016 | 0.567 | 0.119 | 0.323 | 1.217 |

(a) productivity in licensed length 0–10.9m

(b) productivity in licensed length 11–14.9m

(c) productivity in licensed length 15–20.9m

(d) productivity in licensed length 21–27.9m

Figure D3: Distribution of productivity (from the OLS-with-FEs estimator)

(a) productivity in licensed length 0–10.9m

(b) productivity in licensed length 11–14.9m

(c) productivity in licensed length 15–20.9m

(d) productivity in licensed length 21–27.9m

Figure D4: Distribution of productivity (from the dynamic panel estimator)
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(a) elasticity of total costs, license 0–10.9m

(b) elasticity of total costs, license 11–14.9m

(c) elasticity of total costs, license 15–20.9m

(d) elasticity of total costs, license 21–27.9m

Figure D5: Distribution of output elasticity of total costs (implied from the OLS with FEs)

(a) elasticity of total costs, license 0–10.9m

(b) elasticity of total costs, license 11–14.9m

(c) elasticity of total costs, license 15–20.9m

(d) elasticity of total costs, license 21–27.9m

Figure D6: Distribution of output elasticity of total costs (from the dynamic panel estimator)
E Supplementary Event Studies and Diff-in-diff Results

Figure E7: Impacts of the trading policy and quota acquisition on catch quantity and revenue

Note: Panels A and B plot the event study coefficients of ITT of the trading policy. Year 2004 and the non-tradable group (0–10.9m) are normalized. From 2004, the groups 15–20.9m and 21–27.9m may trade. From 2007, the group 11–14.9m may trade. Panels C–F plot the event study coefficients of ATT of quota acquisition, for years before and after the acquisition. Vessels in the non-tradable group and that are in the tradable group and do not trade are the base group.
Figure E8: Impacts of the trading policy and quota acquisition on revenue

Note: Panels A and B plot the event study coefficients of ITT of the trading policy. Year 2004 and the non-tradable group (0–10.9m) are normalized. From 2004, the groups 15–20.9m and 21–27.9m may trade. From 2007, the group 11–14.9m may trade. Panels C–F plot the event study coefficients of ATT of quota acquisition, for years before and after the acquisition. Vessels in the non-tradable group and that are in the tradable group and do not trade are the base group.
Figure E9: Event studies of ITT of trading policies and ATT of quota acquisition on trip-level transacted fish sales price.
Figure E10: Impacts of the trading policy and quota acquisition on vessel actual length

Note: Panels A and B plot the event study coefficients of ITT of the trading policy. Year 2004 and the non-tradable group (0–10.9m) are normalized. From 2004, the groups 15–20.9m and 21–27.9m may trade. From 2007, the group 11–14.9m may trade. Panels C–F plot the event study coefficients of ATT of quota acquisition, for years before and after the acquisition. Vessels in the non-tradable group and that are in the tradable group and do not trade are the base group.
Figure E11: Impacts of the trading policy and quota acquisition on crew size

Note: Panels A and B plot the event study coefficients of ITT of the trading policy. Year 2004 and the non-tradable group (0–10.9m) are normalized. From 2004, the groups 15–20.9m and 21–27.9m may trade. From 2007, the group 11–14.9m may trade. Panels C–F plot the event study coefficients of ATT of quota acquisition, for years before and after the acquisition. Vessels in the non-tradable group and that are in the tradable group and do not trade are the base group.
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Figure E12: Impacts of the trading policy and quota acquisition on distance from fishers’ municipality to major catch location

Note: Panels A and B plot the event study coefficients of ITT of the trading policy. Year 2004 and the non-tradable group (0–10.9m) are normalized. From 2004, the groups 15–20.9m and 21–27.9m may trade. From 2007, the group 11–14.9m may trade. Panels C–F plot the event study coefficients of ATT of quota acquisition, for years before and after the acquisition. Vessels in the non-tradable group and that are in the tradable group and do not trade are the base group.
Figure E13: Impacts of the trading policy and quota acquisition on the number of trips in a year

Note: Panels A and B plot the event study coefficients of ITT of the trading policy. Year 2004 and the non-tradable group (0–10.9m) are normalized. From 2004, the groups 15–20.9m and 21–27.9m may trade. From 2007, the group 11–14.9m may trade. Panels C–F plot the event study coefficients of ATT of quota acquisition, for years before and after the acquisition. Vessels in the non-tradable group and that are in the tradable group and do not trade are the base group.
(a) productivity using OLS-with-FE estimator

(b) productivity using the proxy variable approach

(c) productivity using OLS with FEs

(d) productivity using the proxy variable approach

(e) productivity using OLS with FEs

(f) productivity using the proxy variable approach

Figure E14: Impacts of the trading policy and quota acquisition on productivity

Note: Panels A and B plot the event study coefficients of ITT of the trading policy. Year 2004 and the non-tradable group (0–10.9m) are normalized. From 2004, the groups 15–20.9m and 21–27.9m may trade. From 2007, the group 11–14.9m may trade. Panels C–F plot the event study coefficients of ATT of quota acquisition, for years before and after the acquisition. Vessels in the non-tradable group and that are in the tradable group and do not trade are the base group.
Figure E15: Impacts of the trading policy and quota acquisition on output elasticity of total cost

Note: Panels A and B plot the event study coefficients of ITT of the trading policy. Year 2004 and the non-tradable group (0–10.9m) are normalized. From 2004, the groups 15–20.9m and 21–27.9m may trade. From 2007, the group 11–14.9m may trade. Panels C–F plot the event study coefficients of ATT of quota acquisition, for years before and after the acquisition. Vessels in the non-tradable group and that are in the tradable group and do not trade are the base group.
Table E2: Effects of trading policy on catch quantity and fish sales price

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weight (tonne)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Logged weight</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Logged price</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(NOK/kg)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(trip-level)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(yearly)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average value</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(NOK/kg)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(yearly)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Log average</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>log value</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(yearly)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Panel A: ITT (pooling all trade qualified groups)

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trade qualified</td>
<td>9.579***</td>
<td>0.085***</td>
<td>0.077</td>
<td>0.005</td>
<td>-0.194</td>
<td>-0.005</td>
</tr>
<tr>
<td></td>
<td>(1.611)</td>
<td>(0.027)</td>
<td>(0.060)</td>
<td>(0.004)</td>
<td>(0.132)</td>
<td>(0.006)</td>
</tr>
</tbody>
</table>

Panel B: ITT by trade qualified group (license group)

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>21-27.9m × From 2004</td>
<td>39.611***</td>
<td>0.226***</td>
<td>0.316**</td>
<td>0.019**</td>
<td>0.271</td>
<td>0.020*</td>
</tr>
<tr>
<td></td>
<td>(6.908)</td>
<td>(0.047)</td>
<td>(0.150)</td>
<td>(0.008)</td>
<td>(0.242)</td>
<td>(0.012)</td>
</tr>
<tr>
<td>15-20.9m × From 2004</td>
<td>19.357***</td>
<td>0.127***</td>
<td>0.427**</td>
<td>0.026**</td>
<td>-0.170</td>
<td>0.001</td>
</tr>
<tr>
<td></td>
<td>(3.470)</td>
<td>(0.033)</td>
<td>(0.164)</td>
<td>(0.010)</td>
<td>(0.314)</td>
<td>(0.013)</td>
</tr>
<tr>
<td>11-14.9m × From 2008</td>
<td>0.580</td>
<td>-0.044</td>
<td>-0.061</td>
<td>-0.003</td>
<td>-0.285</td>
<td>-0.012</td>
</tr>
<tr>
<td></td>
<td>(2.606)</td>
<td>(0.035)</td>
<td>(0.065)</td>
<td>(0.004)</td>
<td>(0.201)</td>
<td>(0.009)</td>
</tr>
</tbody>
</table>

Panel C: pooled ATT

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quota acquisition</td>
<td>72.483***</td>
<td>0.464***</td>
<td>-0.092</td>
<td>-0.006</td>
<td>-0.228*</td>
<td>-0.014**</td>
</tr>
<tr>
<td></td>
<td>(4.594)</td>
<td>(0.023)</td>
<td>(0.074)</td>
<td>(0.005)</td>
<td>(0.122)</td>
<td>(0.006)</td>
</tr>
</tbody>
</table>

Panel D: ATT by license group

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quota acquisition × 21-27.9m</td>
<td>157.203***</td>
<td>0.623***</td>
<td>-0.198</td>
<td>-0.009</td>
<td>-0.192</td>
<td>-0.011</td>
</tr>
<tr>
<td></td>
<td>(19.930)</td>
<td>(0.056)</td>
<td>(0.140)</td>
<td>(0.010)</td>
<td>(0.225)</td>
<td>(0.013)</td>
</tr>
<tr>
<td>Quota acquisition × 15-20.9m</td>
<td>100.464***</td>
<td>0.493***</td>
<td>0.077</td>
<td>0.006</td>
<td>-0.082</td>
<td>-0.005</td>
</tr>
<tr>
<td></td>
<td>(8.898)</td>
<td>(0.058)</td>
<td>(0.136)</td>
<td>(0.009)</td>
<td>(0.211)</td>
<td>(0.013)</td>
</tr>
<tr>
<td>Quota acquisition × 11-14.9m</td>
<td>37.155***</td>
<td>0.408***</td>
<td>-0.156*</td>
<td>-0.011*</td>
<td>-0.304*</td>
<td>-0.019**</td>
</tr>
<tr>
<td></td>
<td>(2.992)</td>
<td>(0.028)</td>
<td>(0.088)</td>
<td>(0.006)</td>
<td>(0.137)</td>
<td>(0.008)</td>
</tr>
</tbody>
</table>

Panel E: pooled LATE using IV DID FE

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quota acquisition</td>
<td>44.552***</td>
<td>0.396***</td>
<td>0.320</td>
<td>0.021</td>
<td>-0.904</td>
<td>-0.024</td>
</tr>
<tr>
<td></td>
<td>(5.803)</td>
<td>(0.120)</td>
<td>(0.259)</td>
<td>(0.017)</td>
<td>(0.625)</td>
<td>(0.026)</td>
</tr>
<tr>
<td>Kleibergen-Paap rk Wald F</td>
<td>131.991</td>
<td>131.991</td>
<td>118.702</td>
<td>118.702</td>
<td>131.991</td>
<td>131.991</td>
</tr>
</tbody>
</table>

Panel F: LATE by license group, using IV DID FE

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quota acquisition × 21-27.9m</td>
<td>159.263***</td>
<td>0.916***</td>
<td>1.300*</td>
<td>0.079**</td>
<td>1.022</td>
<td>0.079</td>
</tr>
<tr>
<td></td>
<td>(19.650)</td>
<td>(0.183)</td>
<td>(0.717)</td>
<td>(0.040)</td>
<td>(1.018)</td>
<td>(0.051)</td>
</tr>
<tr>
<td>Quota acquisition × 15-20.9m</td>
<td>122.392***</td>
<td>0.803***</td>
<td>2.382***</td>
<td>0.146***</td>
<td>-1.051</td>
<td>0.006</td>
</tr>
<tr>
<td></td>
<td>(15.604)</td>
<td>(0.211)</td>
<td>(0.628)</td>
<td>(0.036)</td>
<td>(2.043)</td>
<td>(0.082)</td>
</tr>
<tr>
<td>Quota acquisition × 11-14.9m</td>
<td>24.509***</td>
<td>0.298**</td>
<td>0.142</td>
<td>0.010</td>
<td>-1.068</td>
<td>-0.037</td>
</tr>
<tr>
<td></td>
<td>(6.440)</td>
<td>(0.125)</td>
<td>(0.240)</td>
<td>(0.016)</td>
<td>(0.689)</td>
<td>(0.030)</td>
</tr>
<tr>
<td>Kleibergen-Paap rk Wald F</td>
<td>131.991</td>
<td>131.991</td>
<td>118.702</td>
<td>118.702</td>
<td>131.991</td>
<td>131.991</td>
</tr>
</tbody>
</table>

Observations          30,776  30,776  1,158,487  1,158,487  30,067  30,067

Note: Panels represent specifications. Columns represent dependent variables. All specifications use yearly observations and include year fixed effects, vessel fixed effects, and owner fixed effects. Panels A and B estimate ITT of the trading policy: $Y_{it} = \beta_{ITT} \text{Trade Qualified}_{it} + \eta_i + \tau_t + \epsilon_{it}$. Panels C and D estimate ATT of quota acquisition: $Y_{it} = \beta_{ATT} \text{Quota Acquisition}_{it} + \eta_i + \tau_t + \epsilon_{it}$. Panels E and F estimate ATT of quota acquisition using IV DID with fixed effects specification: the treatment Quota acquisition$_{it}$ is instrumented by the policy assignment Trade qualified$_{it}$. Standard errors in parentheses are clustered by vessel’s municipality. Significance level: * $p < 0.10$, ** $p < 0.05$, *** $p < 0.01$. 
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Table E3: Effects of trading policy on production factors (log levels)

<table>
<thead>
<tr>
<th></th>
<th>(1) logged length (m)</th>
<th>(2) logged crew (person)</th>
<th>(3) logged distance (km)</th>
<th>(4) logged # trips</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Panel A: ITT</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trade qualified</td>
<td>-0.001</td>
<td>-0.040***</td>
<td>0.039</td>
<td>0.072***</td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td>(0.009)</td>
<td>(0.061)</td>
<td>(0.021)</td>
</tr>
<tr>
<td><strong>Panel B: ITT by trade qualified group (license group)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21-27.9m × From 2004</td>
<td>0.022***</td>
<td>-0.015</td>
<td>-0.029</td>
<td>0.060</td>
</tr>
<tr>
<td></td>
<td>(0.007)</td>
<td>(0.014)</td>
<td>(0.084)</td>
<td>(0.064)</td>
</tr>
<tr>
<td>15-20.9m × From 2004</td>
<td>-0.001</td>
<td>-0.055***</td>
<td>0.059</td>
<td>0.009</td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td>(0.015)</td>
<td>(0.100)</td>
<td>(0.038)</td>
</tr>
<tr>
<td>11-14.9m × From 2008</td>
<td>-0.005***</td>
<td>-0.038***</td>
<td>0.043</td>
<td>0.099***</td>
</tr>
<tr>
<td></td>
<td>(0.002)</td>
<td>(0.011)</td>
<td>(0.071)</td>
<td>(0.024)</td>
</tr>
<tr>
<td><strong>Panel C: pooled ATT using DID FE</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quota acquisition</td>
<td>0.005*</td>
<td>0.008</td>
<td>0.169***</td>
<td>0.311***</td>
</tr>
<tr>
<td></td>
<td>(0.003)</td>
<td>(0.009)</td>
<td>(0.065)</td>
<td>(0.027)</td>
</tr>
<tr>
<td><strong>Panel D: ATT by license group, using DID FE</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quota acquisition × 21-27.9m</td>
<td>0.042**</td>
<td>0.002</td>
<td>0.283**</td>
<td>0.463***</td>
</tr>
<tr>
<td></td>
<td>(0.017)</td>
<td>(0.018)</td>
<td>(0.113)</td>
<td>(0.062)</td>
</tr>
<tr>
<td>Quota acquisition × 15-20.9m</td>
<td>0.001</td>
<td>0.004</td>
<td>0.287**</td>
<td>0.236***</td>
</tr>
<tr>
<td></td>
<td>(0.002)</td>
<td>(0.019)</td>
<td>(0.124)</td>
<td>(0.044)</td>
</tr>
<tr>
<td>Quota acquisition × 11-14.9m</td>
<td>-0.003</td>
<td>0.011</td>
<td>0.086</td>
<td>0.304***</td>
</tr>
<tr>
<td></td>
<td>(0.002)</td>
<td>(0.015)</td>
<td>(0.079)</td>
<td>(0.037)</td>
</tr>
<tr>
<td><strong>Panel E: pooled LATE using IV DID FE</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quota acquisition</td>
<td>-0.005</td>
<td>-0.184***</td>
<td>0.182</td>
<td>0.335***</td>
</tr>
<tr>
<td></td>
<td>(0.005)</td>
<td>(0.046)</td>
<td>(0.284)</td>
<td>(0.094)</td>
</tr>
<tr>
<td>Kleibergen-Paap rk Wald F</td>
<td>131.991</td>
<td>131.991</td>
<td>131.991</td>
<td>131.991</td>
</tr>
<tr>
<td><strong>Panel F: LATE by license group, using IV DID FE</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quota acquisition × 21-27.9m</td>
<td>0.086***</td>
<td>-0.072</td>
<td>-0.102</td>
<td>0.242</td>
</tr>
<tr>
<td></td>
<td>(0.027)</td>
<td>(0.053)</td>
<td>(0.339)</td>
<td>(0.244)</td>
</tr>
<tr>
<td>Quota acquisition × 15-20.9m</td>
<td>-0.005</td>
<td>-0.344***</td>
<td>0.367</td>
<td>0.070</td>
</tr>
<tr>
<td></td>
<td>(0.006)</td>
<td>(0.116)</td>
<td>(0.589)</td>
<td>(0.234)</td>
</tr>
<tr>
<td>Quota acquisition × 11-14.9m</td>
<td>-0.014***</td>
<td>-0.175***</td>
<td>0.186</td>
<td>0.376***</td>
</tr>
<tr>
<td></td>
<td>(0.005)</td>
<td>(0.050)</td>
<td>(0.289)</td>
<td>(0.090)</td>
</tr>
</tbody>
</table>

**Panel A:** ITT (pooling all trade qualified groups)

**Panel B:** ITT by trade qualified group (license group)

**Panel C:** pooled ATT using DID FE

**Panel D:** ATT by license group, using DID FE

**Panel E:** pooled LATE using IV DID FE

**Panel F:** LATE by license group, using IV DID FE

Note: Panels represent specifications. Columns represent dependent variables. All specifications use yearly observations and include year fixed effects, vessel fixed effects, and owner fixed effects. Panels A and B estimate ITT of the trading policy: $Y_{it} = \beta_{ITT} \text{Trade Qualified}_{it} + \eta_i + \tau_t + \epsilon_{it}$. Panels C and D estimate ATT of quota acquisition: $Y_{it} = \beta_{ATT} \text{Quota Acquisition}_{it} + \eta_i + \tau_t + \epsilon_{it}$. Panels E and F estimate ATT of quota acquisition using IV DID with fixed effects specification: the treatment Quota acquisition$_{it}$ is instrumented by the policy assignment Trade qualified$_{it}$. Standard errors in parentheses are clustered by vessel’s municipality. Significance level: * $p < 0.10$, ** $p < 0.05$, *** $p < 0.01$. 

Observations 30,776 30,776 30,776 30,776
Table E4: Effects of trading policy on productivity

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OLS with FE proxy variable</td>
<td>dynamic panel proxy variable</td>
<td>dynamic panel proxy variable</td>
</tr>
<tr>
<td></td>
<td>logged TFPQ</td>
<td>logged TFPQ</td>
<td>logged TFPQ</td>
</tr>
</tbody>
</table>

Panel A: ITT (pooling all trade qualified groups)

<table>
<thead>
<tr>
<th>Trade qualified</th>
<th>0.029 (0.020)</th>
<th>0.025 (0.020)</th>
<th>0.025 (0.021)</th>
</tr>
</thead>
</table>

Panel B: ITT by trade qualified group (license group)

<table>
<thead>
<tr>
<th>21-27.9m × From 2004</th>
<th>0.140*** (0.041)</th>
<th>0.129*** (0.041)</th>
<th>0.083* (0.020)</th>
</tr>
</thead>
<tbody>
<tr>
<td>15-20.9m × From 2004</td>
<td>0.147*** (0.032)</td>
<td>0.145*** (0.033)</td>
<td>0.150*** (0.021)</td>
</tr>
<tr>
<td>11-14.9m × From 2008</td>
<td>-0.037 (0.024)</td>
<td>-0.039 (0.024)</td>
<td>-0.033 (0.024)</td>
</tr>
</tbody>
</table>

Panel C: pooled ATT using DID FE

<table>
<thead>
<tr>
<th>Quota acquisition</th>
<th>0.287*** (0.022)</th>
<th>0.276*** (0.022)</th>
<th>0.257*** (0.022)</th>
</tr>
</thead>
</table>

Panel D: ATT by license group, using DID FE

<table>
<thead>
<tr>
<th>Quota acquisition × 21-27.9m</th>
<th>0.317*** (0.047)</th>
<th>0.292*** (0.048)</th>
<th>0.243*** (0.052)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quota acquisition × 15-20.9m</td>
<td>0.390*** (0.039)</td>
<td>0.381*** (0.039)</td>
<td>0.358*** (0.037)</td>
</tr>
<tr>
<td>Quota acquisition × 11-14.9m</td>
<td>0.233*** (0.028)</td>
<td>0.225*** (0.028)</td>
<td>0.216*** (0.027)</td>
</tr>
</tbody>
</table>

Panel E: pooled LATE using IV DID FE

<table>
<thead>
<tr>
<th>Quota acquisition</th>
<th>0.133 (0.094)</th>
<th>0.118 (0.094)</th>
<th>0.117 (0.097)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kleibergen-Paap rk Wald F</td>
<td>131.991</td>
<td>131.991</td>
<td>131.991</td>
</tr>
</tbody>
</table>

Panel F: LATE by license group, using IV DID FE

<table>
<thead>
<tr>
<th>Quota acquisition × 21-27.9m</th>
<th>0.573*** (0.168)</th>
<th>0.528*** (0.171)</th>
<th>0.351*** (0.174)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quota acquisition × 15-20.9m</td>
<td>0.915*** (0.202)</td>
<td>0.898*** (0.203)</td>
<td>0.929*** (0.218)</td>
</tr>
<tr>
<td>Quota acquisition × 11-14.9m</td>
<td>-0.002 (0.094)</td>
<td>-0.013 (0.094)</td>
<td>-0.002 (0.098)</td>
</tr>
</tbody>
</table>

Observations 30,776 30,776 30,776

Note: Panels represent specifications. Columns represent dependent variables. All specifications use yearly observations and include year fixed effects, vessel fixed effects, and owner fixed effects. Panels A and B estimate ITT of the trading policy using DID specifications in regression (13). Panels C and D estimate ATT of quota acquisition using DID with fixed effects specifications in regression (14). Panels E and F estimate ATT of quota acquisition using IV DID with fixed effects specification; the main regression is equation (14) but the treatment Quota acquisition is instrumented by the policy assignment Trade qualified. Standard errors in parentheses are clustered by vessel’s municipality. Significance level: * p < 0.10, ** p < 0.05, *** p < 0.01.
Table E5: Effects of trading policy on economies of scale

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OLS-with-FE estimator</td>
<td>proxy-variable estimator</td>
<td>dynamic panel estimator</td>
</tr>
<tr>
<td></td>
<td>cost elasticity φ</td>
<td>cost elasticity φ</td>
<td>cost elasticity φ</td>
</tr>
<tr>
<td>Trade qualified</td>
<td>0.005**</td>
<td>0.004**</td>
<td>0.004**</td>
</tr>
<tr>
<td></td>
<td>(0.002)</td>
<td>(0.002)</td>
<td>(0.002)</td>
</tr>
</tbody>
</table>

Panel A: ITT (pooling all trade qualified groups)

Panel B: ITT by trade qualified group (license group)

| 21-27.9m × From 2004    | 0.015**                          | 0.012*                           | 0.013**                          |
|                        | (0.007)                          | (0.006)                          | (0.006)                          |
| 15-20.9m × From 2004   | 0.006                            | 0.004                            | 0.004                            |
|                        | (0.005)                          | (0.004)                          | (0.004)                          |
| 11-14.9m × From 2008   | 0.003                            | 0.003                            | 0.002                            |
|                        | (0.002)                          | (0.002)                          | (0.002)                          |

Panel C: pooled ATT using DID FE

| Quota acquisition       | 0.039***                         | 0.033***                         | 0.032***                         |
|                        | (0.003)                          | (0.003)                          | (0.003)                          |

Panel D: ATT by license group, using DID FE

| Quota acquisition × 21-27.9m | 0.075***                         | 0.062***                         | 0.061***                         |
|                            | (0.008)                          | (0.007)                          | (0.007)                          |
| Quota acquisition × 15-20.9m | 0.040***                         | 0.034***                         | 0.032***                         |
|                            | (0.007)                          | (0.006)                          | (0.005)                          |
| Quota acquisition × 11-14.9m | 0.029***                         | 0.025***                         | 0.023***                         |
|                            | (0.004)                          | (0.003)                          | (0.003)                          |

Panel E: pooled LATE using IV DID FE

| Quota acquisition       | 0.023**                          | 0.019**                          | 0.018**                          |
|                        | (0.010)                          | (0.008)                          | (0.008)                          |
| Kleibergen-Paap rk Wald F | 131.991                          | 131.991                          | 131.991                          |

Panel F: LATE by license group, using IV DID FE

| Quota acquisition × 21-27.9m | 0.062**                          | 0.048**                          | 0.051**                          |
|                            | (0.027)                          | (0.023)                          | (0.023)                          |
| Quota acquisition × 15-20.9m | 0.038                            | 0.028                            | 0.026                            |
|                            | (0.031)                          | (0.027)                          | (0.025)                          |
| Quota acquisition × 11-14.9m | 0.018**                          | 0.015*                           | 0.014*                           |
|                            | (0.009)                          | (0.008)                          | (0.007)                          |

Observations 30,776 30,776 30,776

Note: Panels represent specifications. Columns represent dependent variables. All specifications use yearly observations and include year fixed effects, vessel fixed effects, and owner fixed effects. Panels A and B estimate ITT of the trading policy: \( Y_{it} = \beta_{ITT} \text{Trade Qualified}_{it} + \eta_i + \tau_t + \epsilon_{it} \). Panels C and D estimate ATT of quota acquisition: \( Y_{it} = \beta_{ATT} \text{Quota Acquisition}_{it} + \eta_i + \tau_t + \epsilon_{it} \). Panels E and F estimate ATT of quota acquisition using IV DID with fixed effects specification: the treatment Quota acquisition\(_{it}\) is instrumented by the policy assignment Trade qualified\(_{it}\). Standard errors in parentheses are clustered by vessel’s municipality. Significance level: * \( p < 0.10 \), ** \( p < 0.05 \), *** \( p < 0.01 \).
## F Economies of scale vs. productivity improvement

### Table F6: Decomposition of change in output (thousand tonnes)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Panel A: Licensed 0–10.9m</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>36.1</td>
<td>3.5</td>
<td>2.8</td>
<td>8.4</td>
<td>22.9</td>
</tr>
<tr>
<td>econ scale</td>
<td>8.0</td>
<td>4.3</td>
<td>-0.5</td>
<td>1.0</td>
<td>6.8</td>
</tr>
<tr>
<td>productivity</td>
<td>28.0</td>
<td>-0.8</td>
<td>3.3</td>
<td>7.3</td>
<td>16.1</td>
</tr>
<tr>
<td><strong>Panel B: Licensed 11–14.9m</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>89.2</td>
<td>7.3</td>
<td>4.9</td>
<td>26.1</td>
<td>49.1</td>
</tr>
<tr>
<td>econ scale</td>
<td>15.3</td>
<td>8.4</td>
<td>0.2</td>
<td>3.6</td>
<td>7.9</td>
</tr>
<tr>
<td>productivity</td>
<td>73.9</td>
<td>-1.1</td>
<td>4.7</td>
<td>22.5</td>
<td>41.2</td>
</tr>
<tr>
<td><strong>Panel C: Licensed 15–20.9m</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>280.0</td>
<td>8.6</td>
<td>17.6</td>
<td>73.4</td>
<td>158.9</td>
</tr>
<tr>
<td>econ scale</td>
<td>91.1</td>
<td>14.0</td>
<td>8.1</td>
<td>16.7</td>
<td>55.0</td>
</tr>
<tr>
<td>productivity</td>
<td>188.9</td>
<td>-5.4</td>
<td>9.5</td>
<td>56.7</td>
<td>103.9</td>
</tr>
<tr>
<td><strong>Panel D: Licensed 21–27.9m</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>403.5</td>
<td>13.4</td>
<td>37.1</td>
<td>94.6</td>
<td>238.4</td>
</tr>
<tr>
<td>econ scale</td>
<td>221.8</td>
<td>12.1</td>
<td>26.2</td>
<td>52.7</td>
<td>143.9</td>
</tr>
<tr>
<td>productivity</td>
<td>181.7</td>
<td>1.3</td>
<td>10.9</td>
<td>41.8</td>
<td>94.6</td>
</tr>
</tbody>
</table>

### Table F7: Decomposition of change in ln(\(Q\))

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Panel A: Licensed 0–10.9m</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>0.90</td>
<td>0.22</td>
<td>0.07</td>
<td>0.25</td>
<td>0.37</td>
</tr>
<tr>
<td>econ scale</td>
<td>0.24</td>
<td>0.28</td>
<td>-0.03</td>
<td>0.01</td>
<td>0.10</td>
</tr>
<tr>
<td>productivity</td>
<td>0.66</td>
<td>-0.05</td>
<td>0.09</td>
<td>0.24</td>
<td>0.27</td>
</tr>
<tr>
<td><strong>Panel B: Licensed 11–14.9m</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>0.90</td>
<td>0.18</td>
<td>0.04</td>
<td>0.33</td>
<td>0.32</td>
</tr>
<tr>
<td>econ scale</td>
<td>0.21</td>
<td>0.22</td>
<td>-0.03</td>
<td>0.05</td>
<td>0.04</td>
</tr>
<tr>
<td>productivity</td>
<td>0.69</td>
<td>-0.05</td>
<td>0.07</td>
<td>0.27</td>
<td>0.28</td>
</tr>
<tr>
<td><strong>Panel C: Licensed 15–20.9m</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>1.26</td>
<td>0.11</td>
<td>0.14</td>
<td>0.43</td>
<td>0.42</td>
</tr>
<tr>
<td>econ scale</td>
<td>0.51</td>
<td>0.18</td>
<td>0.05</td>
<td>0.13</td>
<td>0.17</td>
</tr>
<tr>
<td>productivity</td>
<td>0.75</td>
<td>-0.07</td>
<td>0.10</td>
<td>0.29</td>
<td>0.24</td>
</tr>
<tr>
<td><strong>Panel D: Licensed 21–27.9m</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>1.21</td>
<td>0.15</td>
<td>0.23</td>
<td>0.38</td>
<td>0.40</td>
</tr>
<tr>
<td>econ scale</td>
<td>0.64</td>
<td>0.15</td>
<td>0.20</td>
<td>0.20</td>
<td>0.22</td>
</tr>
<tr>
<td>productivity</td>
<td>0.57</td>
<td>0.00</td>
<td>0.03</td>
<td>0.18</td>
<td>0.17</td>
</tr>
</tbody>
</table>
Figure F16: Decomposition of change in $\ln Q_{it}$ (logged thousand tonnes) by year

Note: The figure plots the change in output within a vessel from 2001 to each year. The average change number for each year is weighted by the vessel share of group catch.
Figure F17: Decomposition of change in $\ln Q_{it}$ (thousand tonnes) by years from the first time a vessel acquires traded quotas

Note: The figure plots the change in output within a vessel over years. All changes are relative to the year when a vessel acquires traded quotas in its first time.